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Introduction

INFORMATION TECHNOLOGY IS CONSIDERED A MAJOR THREAT TO 

 privacy because it enables pervasive surveillance, massive databases, 
and lightning- speed distribution of information across the globe. In fact, pri-
vacy has been one of the most enduring social issues associated with digital 
electronic information technologies. A fi xture in public discourse at least since 
the 1960s, when the dominant concern was massive databases of government 
and other large institutions  housed in large stand- alone computers, concerns 
have multiplied i n t ype a nd extent a s radical t ransformations of t he tech-
nology have y ielded the remarkable range of present- day systems, including 
distributed networking; the World Wide Web; mobile devices; v ideo, audio, 
and biometric surveillance; global positioning; ubiquitous computing; social 
networks; sensor networks; databases of compiled information; data mining; 
and mo re. A ssociated w ith e ach o f t hese de velopments i s a s et o f w orries 
about p rivacy. W hether e xpressed i n t he r esigned g rumbles o f i ndividuals, 
the vocal protests of advocacy groups and eloquent politicians, or the pages of 
scholarly publications and pop u lar media, the common worry time and again 
is that an important value is a casualty of progress driven by technologies of 
information.

Countless b ooks, a rticles, a nd c ommentaries c all for r eform i n l aw a nd 
policy to sh ore u p def enses a gainst t he erosi on o f p rivacy d ue to s welling 
ranks of technology- based systems practices. Many of them argue that pro-
tecting p rivacy m eans s trictly limi ting a ccess t o p ersonal inf ormation o r 
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assuring people’s r ight to c ontrol i nformation about t hemselves. I d isagree. 
What people care most about is not simply restricting the fl ow of information 
but ensuring that it fl ows appropriately, and an account of appropriate fl ow is 
given  here through the framework of contextual integrity. The framework of 
contextual integrity provides a rigorous, substantive account of factors deter-
mining when people will perceive new information technologies and systems 
as threats to privacy; it not only predicts how people will react to such systems 
but also formulates an approach to evaluating these systems and prescribing 
legitimate responses to them.

Almost as many who have taken up the subject of privacy in relation to in-
formation technology have declared it deeply problematic, referring not only 
to questions and disagreements about its value, benefi ts, and harms but to its 
conceptual morass. Attempts to defi ne it have been notoriously controversial 
and ha ve b een ac cused o f v agueness a nd i nternal i nconsistency— of b eing 
overly inclusive, excessively narrow, or insuffi  ciently distinct from other value 
concepts. B elieving c onceptual murkiness to b e a ke y obs tacle to r esolving 
problems, many have embarked on the treacherous path of defi ning privacy. 
As a prelude to addressing crucial substantive questions, they have sought to 
establish whether privacy is a claim, a right, an interest, a value, a preference, 
or merely a state of existence. They have defended accounts of privacy as a 
descriptive concept, a n ormative concept, a l egal concept, or a ll three. They 
have taken positions on whether privacy applies only to i nformation, to ac -
tions and decisions (the so- called constitutional rights to privacy), to special 
seclusion, or to all three. They have declared privacy relevant to all informa-
tion, or only to a r arefi ed subset of personal, sensitive, or intimate informa-
tion, and t hey have d isagreed over whether it is a r ight to c ontrol and l imit 
access or merely a mea sure of the degree of access others have to us and to 
information a bout u s. T hey ha ve p osited l inks b etween p rivacy a nd a no-
nymity, p rivacy a nd s ecrecy, p rivacy a nd c onfi dentiality, a nd p rivacy a nd 
solitude.

Believing that one must defi ne or provide an account of privacy before one 
can s ystematically add ress c ritical c hallenges c an t hwart f urther p rogress. 
Those w ho hold t hat a c redible ac count i s one t hat maps na tural u sage a re 
confronted with a fractured, ambiguous, perhaps even incoherent concept 
and are understandably hard- pressed to unify the disparate strands of mean-
ing. Ma intaining a ll t hese meanings while del ineating a c oncept to su pport 
policy, moral judgment, and technical design seems a hopeless ambition.
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Those who recognize the perils of inclusiveness attempt to purify the con-
cept by trimming away some of the inconsistency and ambiguity, declaring 
certain uses wrong or confused. This has meant disputing the proper applica-
tion of privacy to so- called constitutional cases, or it has meant rejecting 
control over information as part of the meaning of privacy in favor of degree 
of access, or v ice versa. A t hird s trategy i s to s tipulate a p recise de fi nition 
necessary for a sp ecifi c application without necessarily connecting this with 
natural etymology or a f ull natural meaning of the term; this is common in 
the works of computer scientists and engineers and necessary in relation to 
the purposes they clearly specify.

In contrast, this book does not mediate its investigation of the unsettling 
stream of systems and practices t hrough t he concept of privacy. It does not 
carve a pa thway through the conceptual quagmire to c laim a de fi nition— its 
defi nition— of privacy. Nevertheless, it is a book about privacy because it ex-
plains w hy t he huge a nd g rowing s et o f te chnical s ystems a nd te chnology- 
based practices have provoked and continue to provoke anxiety, protest, and 
re sis tance in the name of privacy.

The f ramework o f c ontextual i ntegrity i dentifi es t he ro ots o f b ewilder-
ment, re sis tance, and sometimes resignation expressed by experts and non-
experts alike. According to the framework, fi nely calibrated systems of social 
norms, or  r ules, gove rn t he fl ow of p ersonal information in  di stinct s ocial 
contexts (e.g., education, health care, and politics). These norms, which I call 
context- relative informational norms, defi ne a nd su stain e ssential ac tivities 
and key relationships and interests, protect people and groups against harm, 
and balance the distribution of power. Responsive to historical, cultural, and 
even geographic contingencies, informational norms evolve over time in dis-
tinct patterns from society to society. Information technologies alarm us when 
they fl out these informational norms— when, in the words of the framework, 
they violate contextual integrity.

As troubled as we might be by technologies that diminish control over in-
formation about ourselves, even more deeply troubling are those that disre-
gard entrenched norms because, as such, they threaten disruption to the very 
fabric of social life. To be sure, not all systems that alter the fl ow of informa-
tion are cause for alarm, for there are clear cases of new information devices 
and systems that serve societal as well as context- based values, ends, and pur-
poses better than those we a lready have in place (e.g., promoting intellec-
tual development, h ealth a nd w ell- being, a nd v ibrant demo cracy). I n suc h 



cases, t he s ystems i n que stion g enerally a re a nd sh ould b e ac cepted, e ven 
celebrated.

Privacy and Personal Information Flow

Privacy is the initial or ga niz ing principle defi ning the scope of this book be-
cause, historically, it has been the term in which concerns, anxieties, and pro-
tests have been expressed. As the book proceeds, however, it frames its claims 
in terms of personal information fl ows, not only less encumbered with norma-
tive assumptions but useful for characterizing fundamental similarities at the 
heart o f a n o therwise d isparate a rray o f s ystems a nd de vices. B ecause t he 
book a lso s eeks to p rovide a n e valuation o f t hese s ystems a nd de vices i n 
moral and po liti cal terms, the language of information fl ow allows us to side-
step certain of the disagreements and confusion associated with the concept of 
privacy and avoid potential question begging without sacrifi cing precision.

A r elated p oint a bout ter minology: t here i s g reat a mbiguity i n t he w ay 
“personal i nformation” i s u sed. C olloquially a nd i n contexts of privacy law 
and policy, as well as academic research, it can mean sensitive or intimate 
information, any information about a person, or only personally identifying 
information.  Here a nd t hroughout t he b ook, f ollowing u sage p ractices i n 
the policy c ommunity, I u se i t to me an i nformation a bout a n i dentifi able 
person— for example, as defi ned in the Eu ro pe an  Union Directive, “personal 
data shall mean any information relating to an identifi ed or identifi able natu-
ral person (‘data subject’); an identifi able person is one who can be identifi ed, 
directly or indirectly, in par tic u lar by reference to an identifi cation number or 
to one  or  more  f actors s pecifi c to h is p hysical, p hysiological, men tal, e co-
nomic, cultural or social identity.” 

Technology and the Socio- technical

In the study of technology as a social and po liti cal phenomenon, many works 
acknowledge i ts d iverse me anings but seek to b uild on t hose t hat r ing t rue 
and are theoretically useful. In this book, too, it is important to explain, briefl y,  
what I me an by technology as well as the related notion of a s ocio- technical 
system. To begin, consider the familiar telephone sitting on your desk. Upon 
initial reckoning you could see it as a self- standing technical device (think of 
the phone in the box when you purchased it), but its capacity to function as a 
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telephone, enabling communication at a distance, requires that it be con-
nected to a complex telecommunications system including all necessary hard-
ware and soft ware. Beyond these, a p roper functioning telecommunications 
system de pends o n a h ost o f s ocial, p o liti cal, a nd e conomic a rrangements. 
Because complex interdependencies such as these are integral to the function-
ing of almost all of the technologies of contemporary societies, it is mislead-
ing to think of the study of technology’s impacts on people and societies as an 
investigation o f a s tand- alone p hysical de vice— wires, ha rdware, a nd s oft -
ware. Rather, the object of study is the device construed in terms of key social 
interdependencies, as responsible for its features, function, and impact as for 
its physical characteristics.

In the case of the telephone, its observable characteristics in the box but 
disconnected f rom broader technical a nd social systems might include, say, 
the sound tones it makes when keys are pressed, its capacity to cause a gash on 
someone’s head i f d ropped f rom a c ertain height, or i ts aesthetic a nd ergo-
nomic qualities. But many of the most interesting features of “the telephone,” 
including past and predicted societal impacts, are due to i ts properties as an 
embedded device. When observing, say, its eff ects on workplace hierarchy, on 
the home, on friendship, on the aged, on law enforcement, on urban develop-
ment, and so forth, we do not mean the telephone in the box but the telephone 
connected to a tel ecommunications system, regulated by a h ost of technical 
standards, public policies, and even social and cultural norms. These depen-
dencies are more evident in systems and devices that require customization, 
such as a closed- circuit tele vi sion (CCTV) security system requiring knowl-
edge of movement patterns in the area targeted for surveillance, but they are 
evident in many others, such as the automobile, and even in those we consider 
“plug and play,” such as dishwashers and tele vi sions.

Conscious of these complex interdependencies when referring to “the tele-
phone,” “the automobile,” “the computer,” and “the Internet,” and wishing to 
highlight t hem, s cholars o f t he s ocial a nd h umanistic s tudy o f te chnology 
 refer to them as socio- technical devices and systems. Likewise, it is important 
to bear in mind t hat t he devices a nd systems— technologies—of concern in 
this book, namely, those altering the fl ow of personal information in radical 
and radically w orrying w ays, a re s ocio- technical. F or e xample, r adio f re-
quency identifi cation (RFID) technology or vehicle safety communications 
systems (VSCS) (discussed in Chapter 1), which might at fi rst glance appear 
to b e pure technologies, c annot b e prop erly u nderstood w ithout g rasping 



their  defi nitional components, “identifi cation,” “safety,” and “communication,” 
all t horoughly s ocial. T hus, w hen i nvestigating w hy a nd how te chnological 
devices and systems, including RFID technologies, provoke anxiety, protest, 
concern, and re sis tance in the name of privacy, I am thinking of them as 
socio- technical; they aff ect us not purely by dint of physical or material prop-
erties b ut b y p roperties t hey ac quire a s s ystems a nd de vices emb edded i n 
larger material and social networks and webs of meaning. Accordingly, the 
terms “socio- technical systems and devices” and “technology- based systems 
and practices” are used throughout the book, but even when “technology” is 
used alone it should be read with awareness of the larger picture.

Contextual Integrity as a Justif icatory Framework

The starting place of this book is the myriad socio- technical systems, devices, 
and associated practices that control, manage, and steer the fl ow of personal in-
formation, p articularly t hose t hat h ave pre cipitated r adical c hanges, a roused 
suspicion, c aused a nxiety, a nd d rawn protest a nd re sis tance. T hey a re experi-
enced and registered as threats to and violations of privacy not only individually, 
case by case, but in aggregate amounting to a social crisis, a  watershed: privacy 
itself is in jeopardy not merely in one or another instance but under attack as a 
general, societal value. The primary mission of this book is to c onfront and 
give a moral and po liti cal account of this pileup of technologies and practices, 
to pinpoint and understand sources of concern, and to provide a f ramework 
for expressing and justifying constraints expressed as social norms, policies, 
law, and technical design.

It is important to r ecognize, however, that reactions to t hese systems are 
not uniform. Nor is it the case that all systems aff ecting the fl ows of information 
are resisted; some are not only ignored and tolerated but are even welcomed and 
celebrated. In healthcare environments such as hospitals and nursing homes, 
for example, a plethora of devices such as blood- pressure monitors, pulse ox-
imeters, ECGs, and EEGs complement attentive, responsive caregivers and 
enhance the close monitoring and recording of patients’ condition that is one 
of the hallmarks of high- quality care. By contrast, video surveillance of public 
parks, f requent shoppers’ card store loyalty programs, government wiretap-
ping of telephone calls, and monitoring online transactions, also resulting in 
alterations of information fl ow, are greeted with suspicion and resentment. A 
satisfactory moral a nd po liti cal ac count needs to e xplore a nd e xplain t hese 
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contrasts, to understand the sources of disagreement and confl ict, and to off er 
approaches to resolving or at least meliorating them.

As the privacy conundrum has grown in public awareness it has attracted 
the a ttention of l eaders i n a ll s ocial s ectors, i ncluding business, government, 
and e ducation, a s w ell a s s cholars a nd r esearchers ac ross t he d isciplines. 
 Respondents have taken on its challenges in various ways, advocating certain 
public policies or promulgating guidelines within business, fi nancial, and 
healthcare organizations. L egal scholars have developed a nd championed ap-
proaches to privacy law, both advocating for certain regulations as well as rec-
ommending to courts how to interpret existing law and past cases to aff ord ad-
equate protection of privacy rights in confl icts and disagreements over the fl ows 
of personal information. Concern over privacy has a lso reached the scientifi c 
world of technical development and deployment, not only yielding a dedicated 
array o f p rivacy p reserving te chnologies b ut a lso l eading to t he ado ption o f 
hardware and soft ware design standards by companies and consortia.

The framework of contextual integrity developed in this book does not lie 
fully within any one of these eff orts, though it complements them (and vice 
versa). L ike t hem, i t a ttends to p olicy a nd r egulation, c ourt de cisions a nd 
law, and technology design and implementation, and it prescribes or expresses 
support for certain directions over others. Its primary mission, however, is to 
articulate a f oundation for these directions so we may answer questions not 
only o f t he f orm: what po licies, what c ourt de cisions, what te chnical s tan-
dards and design features, but why these, with answers rooted in humanistic 
moral a nd p o liti cal t raditions o f c ontemporary l iberal demo cracies. T he 
framework provides a way to characterize systems and practices dramatically 
aff ecting the fl ows of information. It provides a l anguage, a f orm of expres-
sion, for explaining when and why they are troubling, whether the balance of 
reasons favors one side or another, and (in cases of confl ict) serves as the basis 
for prescribing courses of action, decisions, policies, and designs. In relation 
to perennially hard cases, the framework of contextual integrity enriches our 
expressive capacity for adjudication.

Comparing Contextual Integrity with Other 
“Justif icatory Approaches”

There is, by now, a huge body of work on privacy threats of technologies de-
veloped by academic researchers, public interest advocates, legal practitioners 



and t heorists, technology designers, a nd policy ma kers. T heir purposes a re 
not o nly to de scribe a nd p rescribe b ut, l ike m ine, to a rticulate s ystems o f 
 reasoning, to articulate justifi catory frameworks— though not necessarily de-
scribed in these terms by their authors.

One such approach, frequently adopted in policy- making, legal, and advo-
cacy arenas, highlights the interest politics inherent in controversial systems 
and practices. Interested parties and their advocates scrutinize these systems 
for potential i mpacts on respective r ights, i nterests, benefi ts, a nd ha rms. In 
general, controversial systems are ones found to be unbalanced in the inter-
ests they serve. Uncontroversial ac cep tance of healthcare monitoring sys-
tems can be explained by pointing to the roughly even ser vice to the interests 
of patients, hospitals, healthcare professionals, a nd so on, while v ideo su r-
veillance i n public pa rks i s perceived to s erve t he i nterests of t he watchers 
(e.g., l aw en forcement p ersonnel) w hile d iminishing t he l iberties o f pa rk- 
goers, and online logging and surveillance is seen as promoting the interests 
of  advertisers a nd ma rketers b ut d iminishing c onsumer ba rgaining p ower 
and autonomy.

It is not uncommon for the resolution of such confl icts to i nvolve hard- 
fought interest brawls, each side campaigning on behalf of privacy or against 
it, in favor of regulation of practice or the opposite (so- called self- regulation), 
for mo re i nvasive mo nitoring o r l ess, a nd s o o n. Bu siness a nd g overnment 
interests in accumulating and using personal information have oft en prevailed 
in the face of public complaints, with a few well- known exceptions. One such 
exception, Lotus Marketplace:  House holds, a c onsumer data aggregation on 
millions of American  house holds that was to have been distributed and sold 
in CD- ROM format, was quashed by its corporate backers in 1991 as a conse-
quence of public outcry and well- orchestrated re sis tance by privacy advocacy 
organizations. I n a nother, a lso f ollowing p ublic, me dia, a nd i nternal c riti-
cism, C ongress c ut f unding f or t he Def ense A dvanced Re search P rojects 
Agency’s O ffi  ce of I nformation, w hich would have ad ministered a c ounter- 
terrorism program proposed by Admiral John Pointdexter (formerly a U .S. 
National Security Advisor to Ronald Reagan) using “total information aware-
ness” to pre- empt future attacks.

The trouble with settling confl icts through brute clashes among interest 
holders i s t he adv antage i t g ives to t hose p ossessing adv antages o f p ower, 
resources, a nd t he c apacity for u nremitting p er sis tence, f avoring c orpo-
rate and g overnmental ac tors o ver t he p ublic i nterest i n t he l ong r un. I n 
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retrospect, i t i s c lear t hat t he v ictories o f L otus Ma rketplace:  House holds 
and Total Information Awareness (TIA, later dubbed “Terrorist Information 
Awareness”) have been short- lived as they have been resurrected in other 
more p otent, mo re i nsidious f orms, na mely, p rivate s ector i nformation 
 ser vice p roviders suc h a s C hoicePoint (discussed i n C hapter 2) a s w ell a s 
 fusion centers, creations of state and city government for sharing informa-
tion a mong a gencies, a nd d ata a ggregates de veloped b y na tional s ecurity 
agencies. A lthough t here ma y b e s everal r easons w hy L otus Ma rketplace: 
 House holds and TIA failed and fusion centers and contemporary informa-
tion brokers continue to fl ourish, still sorely lacking from public discussions 
of these systems and programs is a clear understanding of what makes one 
acceptable a nd a nother u nacceptable. St ill m issing, i n o ther w ords, i s a  
justifi catory platform or f ramework to r eason in moral terms about t hem. 
A brute competition among interests might win the day, but for a par tic u lar 
case to s erve as a p re ce dent that carries forward into the future, advocates 
need to be able to show that a framework of widely accepted principles 
 supporting t he fi rst c ase c an a lso app ly to c ases i n que stion. W hen c or-
porate bac kers o f L otus Ma rketplace:  House holds c apitulated, t hey ac k-
nowledged n o mo ral (or l egal) w rongdoing, s aying si mply t hat i t had b e-
come a public relations nightmare. In bowing to public outcry but conceding 
no g round, i n principle t hey den ied t heir c ritics t he p ower o f pre ce dence 
and en trenched t he i nterest b rawl a s a s alient f orm o f s ettling p rivacy 
disputes.

Although interest politics may be disguised in sophisticated rhetoric when 
concerned pa rties a ttempt to l ink t he i nterests o f o thers, e ven t hose o f t he 
public, with their own, other approaches make the case for privacy explicitly 
in ter ms of u niversal human principles a nd values. C ountless works, ma ny 
of them brilliant, have defended privacy as a f undamental human right (not 
merely a p reference o r a n i nterest) b y l inking i t to o ther v alues w ith l ong- 
standing moral, po liti cal, and legal pedigrees. These works have shown pri-
vacy to be a form and expression of self- ownership, an aspect of the right to be 
let alone, a cornerstone of liberty and autonomy, or a necessary condition for 
trust, f riendship, creativity, and moral autonomy. The shortcoming of these 
works, and this approach, is not that it gets things wrong, generally speaking, 
but that it leaves a gap. This gap is acutely felt for those who are interested in 
analyzing c ontroversial s ystems a nd i n t he practical m ission of prescribing 
sound decisions in relation to them.



So, where does the framework of contextual integrity fi t? A spatial meta phor 
may help a nswer t his question. Consider a f ew of t he controversial questions 
confronting us at the time of writing this book: whether it is morally wrong 
for Google Maps’ Street View to include images of identifi able individuals (or 
their possessions) without permission, whether the FBI should be allowed to 
coerce librarians to d ivulge a l ibrary’s lending logs, whether Internet ser vice 
providers are entitled to t rack customers’ clickstreams and sell them at will, 
whether one may post a tagged group photograph of others on one’s Facebook 
page, whether insurance companies violate client privacy when they generate 
massive databases pooled from information about their clients, whether the 
police should be permitted to er ect covert l icense plate recognition systems 
at public intersections, and so on.

Drawing o n t he spa tial me ta phor, l et u s p lace i nterest p olitics o n t he 
bottom, on the hard ground of concrete, gritty, detail. Whether the interest- 
brawls, as I have called them, are won and lost through force of rhetoric, brute 
resources, or the give- and- take of compromise and accommodation, reached 
by parties themselves or imposed by third- party mediators such as the courts 
or the marketplace, they involve concrete detail specifi c to respective cases in 
question.

If interest- brawls are conceived as taking place at ground level, appeals to 
universal human values and moral and po liti cal principles take place in the 
stratospheres o f a bstraction b ecause r esolutions f or r eal- world d isputes a re 
sought i n t he r ealms o f g eneral v alues a nd p rinciples. I n t he c ase o f St reet 
View, one may argue that it violates self- ownership; the FBI may be accused of 
overstepping p rinciples o f l iberal demo cracy c onstituting t he r elationship 
 between citizens and government actors; insurance companies might be ac-
cused of undermining personal autonomy. A lthough insight can be ga ined 
in identifying connections to h igher- order values and principles, a c ommon 
challenge to such reasoning is confl ict, not only at the ground level of interests 
but at vaunted levels of abstraction— for example, i n noting t hat i ndividual 
liberty confl icts with national security, personal autonomy with freedoms of 
business institutions implicit in a free- market economy, and moral autonomy 
with social order.

Between the ground and the heavens, according to the picture I am imag-
ining, is the realm of the social, and it is in this realm that contextual integrity 
fi ts. T his m iddle r ealm holds a ke y to e xplaining w hy p eople r eact to r eal- 
world d isputes i n t he w ays t hey do a nd w hy t hey f requently e xpress t heir 
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alarm in terms of the erosion of privacy. Although it remains crucial to t he 
understanding of these disputes that we grasp the confi gurations of interests, 
values, and principles present in them, our capacity to explain them is dimin-
ished if we attend to these elements alone, blind to the sway of social struc-
tures and norms. Tethered to fundamental moral and po liti cal principles, en-
riched by key social elements, the framework of contextual integrity is suffi  ciently 
expressive to model peoples’ reactions to troubling technology- based systems 
and practices as well as to formulate normative guidelines for policy, action, 
and design.

Book Outline

The book comprises three parts, each comprising three chapters. Part I is de-
voted to te chnology, Part II to predominant approaches to privacy that have 
infl uenced a nd i nformed c ontextual i ntegrity. P art I II de velops t he f rame-
work of contextual integrity, circling back to technologies discussed in Part I 
and illustrating its application to these and others.

Part I
Part I is a contemporary snapshot of the landscape of technologies and socio- 
technical systems, including a few detailed close- ups. One at a t ime, it is not 
diffi  cult to r ecognize a te chnical s ystem o r te chnology- based p ractice a s 
one that threatens privacy. But when considered together in a single class, 
they present an array of bewildering variety and the task of classifying them 
according to common features proves to be daunting. Yes, they aff ect the 
fl ows of personal information and threaten privacy, but that is not a ter ribly 
illuminating observation. Given its importance to the project as a  whole, fi nd-
ing a s atisfactory way of characterizing these technology- based systems and 
practices was, however, a challenge that could not be fi nessed.

The structure on which I s ettled is described in the three chapters, each 
mapping onto one of three capacities: (1) tracking and monitoring, (2) aggre-
gation and analysis, and (3) dissemination and publication. It is important to 
note that systems and practices do not fi t uniquely into only one of these cat-
egories but may incorporate more than one of the capacities and possibly even 
all three.

Chapter 1 surveys the vast array of technology- based systems and prac-
tices whose capacity to t rack and monitor people l ies at the root of privacy 



worries, protests, a nd re sis tance. E xpansion of t his a rray i s due not to a ny 
single t echnological bre akthrough but  r ather to  m any bre akthroughs, 
 amplifi ed by incremental advances in supporting technologies, such as input 
or information capture devices (such as d igital photography and sound re-
cording), d igital en coding a lgorithms, n etwork t ransmission me chanisms, 
information storage capacity, and general soft ware controls. These, in vari-
ous combinations and permutations, constitute the substrate for monitoring 
and tracking. Although attention has focused primarily on highly visible ap-
plications such as video surveillance, wiretapping, and online monitoring of 
Web transactions, this category includes a slew of less obtrusive, more spe-
cialized systems, some already in operation and many others under develop-
ment and poised to enter the mainstream. From the mundane frequent shop-
pers’ card to the myriad ser vices cropping up in all walks of life, such as the 
one o ff ered b y w ireless tel ephone p roviders to pa rents to t rack t heir c hil-
dren’s movements (e.g., Verizon’s “Chaperone”), to t he well- meaning “intel-
ligent homes” equipped with sundry embedded sensors enabling the el der ly 
to live in de pen dently, to the somewhat more sinister watchfulness of work-
place e-mail surveillance, these systems keep track episodically or continu-
ously of people’s whereabouts, activities, and attributes. The chapter off ers a 
selective survey of this class of systems, with an in- depth focus on radio fre-
quency identifi cation technology.

Systems for monitoring and tracking are oft en highly visible, but the leg-
endary powers of computing and information technologies to s tore and ma-
nipulate information have, arguably, contributed far more to technology- based 
privacy c hallenges. C hapter 2 p resents a sma ll s ample o f t he b reathtaking 
 array o f s ystems f acilitated b y t hese c apacities, suc h a s “ back- end” s torage 
capacities that are essential for a lmost a ll t racking and monitoring systems. 
Increasingly eff ective scientifi c approaches to or ga niz ing, analyzing, manipu-
lating, storing, retrieving, and t ransmitting information ma ke t he informa-
tion stored in stand- alone and distributed databases increasingly useful. Fur-
thermore, these competencies, once aff ordable only to government and large 
fi nancial institutions, are now widely dispersed, with the result that informa-
tion is lodged not only in obvious and familiar places but in places we cannot 
even begin to g uess. Drawing on media reports a nd scholarship, C hapter 2 
surveys some of these, focusing on the emergent niche of corporate informa-
tion brokers, such as ChoicePoint, providing a wide range of information 
ser vices in the private and public sectors.
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A t hird g eneral c apacity a ff orded b y c omputing a nd i nformation s ci-
ences and technologies is the capacity to disseminate, transmit, communi-
cate, b roadcast, o r p ublish a nd p ublicize i nformation. A s w ith t he o ther 
two, this capacity was initially exploited by a few large institutional actors 
such a s news a nd other centralized broadcast media but rapidly ha s pro-
mulgated throughout society, due mostly to progress in and wide adoption 
of d igital c ommunications n etworks, p redominantly t he I nternet a nd 
the  World Wi de Web. C hapter 3 d iscusses ha rd p rivacy i ssues r aised b y 
these r emarkable te chnology- based cha nges, w ith e xtended a ttention de-
voted to two cases: (1) the placement of public rec ords, including court rec-
ords, on the Web and (2) the intriguing challenges posed by so- called Web 
2.0  applications, i ncluding s ocial n etworking si tes suc h a s F acebook a nd 
MySpace.

Part II
Part II off ers a critical survey of predominant approaches to privacy, sampling 
explicit principles guiding law and policy as well as several leading theoretical 
contributions. It is impossible, in the scope of this book, to p rovide detailed 
and systematic accounts of individual theories. Rather, my intention is to ex-
plore predominant themes and principles as well as a few of the well- known 
theories that embody them.

Chapter 4 i dentifi es two general approaches to e xplaining the sources of 
privacy’s importance as a r ight, or a value, deserving moral consideration as 
well as legal protection. One attributes the value of privacy to the crucial role 
it plays in supporting other moral and po liti cal rights and values. The other 
locates privacy’s value in the critical role it plays protecting the sphere of the 
private. Most of Chapter 4 is devoted to the fi rst of these.

One of the charges frequently leveled against privacy advocacy and schol-
arship is that its sprawling domain is diffi  cult, i f not i mpossible, to c apture 
with a coherent and distinctive concept. Chapter 5 discusses the approach to 
containing t his c onceptual sp rawl, ba sed o n t he p rivate- public d ichotomy, 
which holds that a right to privacy extends only across zones of life considered 
private. A c ommitment to t his t hesis, w hich ha s b een c ompelling to b oth 
practitioners and scholars, is evident in the literature on privacy as well as 
in policy formation a nd ke y c ourt r ulings w here privacy protection ha s at-
tached to private information, private space, and private activities but not to 
their public counterparts.



Chapter 6, constructing a bridge to Part III, highlights challenges posed 
by te chnology- based s ystems to t hese t heories a nd pa radigms. O ne r ecur-
ring skeptical challenge, for instance, cites the lack of concern many people 
seem to demonstrate in day- to- day behaviors, contradicting claims that pri-
vacy is a deeply important moral and po liti cal value that deserves stringent 
protection. Another is the clearly evident cultural and historical variation in 
commitments to privacy, hard to explain if privacy is supposed to be a fun-
damental human right. A third points to the diffi  culty of resolving confl icts 
between p rivacy a nd o ther mo ral a nd p o liti cal v alues, suc h a s p roperty, 
 accountability, and security. Most puzzling of all, however, is the problem of 
privacy i n p ublic, w hich c hallenges ac counts o f p rivacy t hat r ely o n t he 
private- public d ichotomy. T he f ramework of  c ontextual i ntegrity i s a ble to 
respond to them all.

Part III
Part I II explicates t he f ramework of contextual i ntegrity. T he central c laim 
is that contextual integrity captures the meaning of privacy in relation to per-
sonal information; predicts people’s reactions to new technologies because it 
captures what we care about when we question, protest, and resist them; and 
fi nally, off ers a w ay to c arefully e valuate t hese d isruptive te chnologies. I n 
 addition, the framework yields practical, step- by- step guidelines for evaluat-
ing systems in question, which it calls the CI Decision Heuristic and the Aug-
mented CI Decision Heuristic.

Chapter 7 i ntroduces ke y features of t he f ramework b eginning w ith t he 
basic b uilding bl ock o f s ocial c ontexts; t he u nderlying t hesis i s t hat s ocial 
 activity occurs in contexts and is governed by context- relative norms. Among 
these, i nformational n orms g overn t he fl ow o f i nformation a bout a sub ject 
from one party to another, taking account of the capacities (or roles) in which 
the parties act, the types of information, and the principles under which this 
information is transmitted among the parties. We can think of contextual in-
tegrity as a metric, preserved when informational norms within a context are 
respected and violated when they are contravened. Whether contextual integ-
rity is preserved or violated by a newly introduced system or practice is 
claimed to be predictive of people’s reactions— whether they protest, accept, 
or even welcome it.

Chapter 8 addresses a potential limitation of the framework of contextual 
integrity, which, to this point, requires compliance with entrenched social 
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norms. To avoid the charge of stodginess and conservatism, it needs to incor-
porate w ays n ot o nly to de tect w hether p ractices r un a foul o f en trenched 
norms b ut to a llow t hat d ivergent p ractices ma y a t t imes b e “ better” t han 
those prescribed by existing norms. This requirement is accommodated by an 
augmented analysis that begins with a presumption in favor of entrenched or 
normative practices, based on the belief that they are l ikely to r efl ect settled 
accommodation among diverse claims and interests. A presumption in favor 
does n ot, h owever, p reclude l egitimate c hallenges, a nd t he app roach de vel-
oped in Chapter 8 looks to a context’s internal purposes, ends, and values for 
benchmarks against which entrenched and novel practices may be evaluated 
and compared. Accordingly, t he augmented f ramework of contextual integ-
rity tells us that new technologies deserve to be embraced when they help 
achieve i mportant s ocial a nd c ontext- based ends more e ff ectively t han wa s 
possible prior to their use.

In C hapter 9 t he book c ircles back to p roblems a nd s cenarios t hat  were 
introduced in earlier chapters, showing how the framework of contextual in-
tegrity r esolves o r a voids t hem. F or i nstance, b ecause c ontextual i ntegrity 
demands appropriate fl ow and not merely control and secrecy, it predicts the 
behaviors skeptics cite as paradoxical and it also avoids the problem of  privacy 
in public. It readily explains historical and cultural variability, for a lthough 
the requirement of contextual integrity is universal, variation naturally enters 
the picture. First, because informational norms are context relative, targeted 
to specifi c ends, values, and purposes of these contexts, they must take local 
requirements of place and t ime into consideration, at least in the ideal case. 
Second, relativity is an inherent feature of contexts themselves because diff er-
ent societies evolve diff erent confi gurations of contexts, resulting in diff erent 
confi gurations of actors, attributes, and so on that create the pa ram e ters that 
characterize informational norms. How and why these confi gurations diff er— 
across d istance, t ime, e thnicity, religion, a nd nation— is a f ascinating que s-
tion for historians, sociologists, anthropologists, and others, but outside the 
scope of this book (and this  author’s expertise). This all means that historical 
and cultural variation is not an awkward fact needing explanation but is di-
rectly predicted by the framework.

Although chapters 7 a nd 8 b oth d iscuss contextual integrity in terms of 
real a nd hypothetical cases, it i s Chapter 9 t hat demonstrates, in detail, t he 
application of contextual integrity to several of the controversial technology- 
based systems and practices introduced in Part I.



Scope

I have tried, where possible, to incorporate parallel experiences and signifi cant 
legal and policy milestones in countries beyond the United States, for exam-
ple, t he Eu  ro pe an  Union Directive, C anadian c ase law, a nd t he U K experi-
ence with CCTV. Readers will see, however, that my reference points on policy 
and regulation, legal doctrine, and case law are drawn from the U.S. experi-
ence. The framework was conceived in the United States and informed by lo-
cal dramas and rhetoric, public experience, technological milieu, media and 
landscape, and exemplary or inadequate policy choices, decisions, and prac-
tices. Does this mean that contextual integrity is applicable only to the United 
States? I b elieve not. It is set forth as a justifi catory framework for all people 
and all societies in which information about people has context- specifi c func-
tion a nd me aning, a nd i t i s g overned b y n orms t hat s ystematically r efl ect 
these meanings and functions in relation to c ontext- specifi c ends, purposes, 
and values. Although many actual examples are drawn from the U.S. experi-
ence, there is no reason that key themes and principles should not apply wher-
ever people act and transact in social contexts roughly as I have described.

It must also be acknowledged that the book refl ects experience only with 
technologies of the moment (and the foreseeable but near future). Even in the 
period over which this book was written, on any given day, month, or year, I 
could have drawn on diff erent sets of cases, depending on what happened to 
be front and center at that moment, aff ected by scientifi c breakthroughs and 
historical contingencies. Despite this, I like to think that the framework of con-
textual integrity t ranscends pa rticulars of t he sp ecifi c t echnologies s elected 
for detailed analysis and would apply as well to o thers. The book’s purpose, 
aft er a ll, i s to a rticulate a rob ust c onceptual f ramework for u nderstanding, 
evaluating, a nd r esolving c ritical p rivacy c hallenges o f t he d ay, pa st a nd 
future.

Finally, the research and scholarship that has most directly infl uenced this 
book e xtends ac ross legal, p o liti cal, a nd moral philosophy a s well a s p olicy 
analysis though, to be sure, there are gaps in coverage and, perhaps, disputed 
interpretations. For readers interested in a broader range of works, the Refer-
ences section provides a useful launch point. Beyond this, there is a growing 
body o f i mportant w ork on p rivacy i n t he empirical s ocial s ciences, w hich 
deserves more attention than this book has been able to give it. This work is 
particularly r elevant b ecause t he f ramework o f c ontextual i ntegrity a sserts 
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empirical p redictions a bout ac tual c onditions u nder w hich d isruptions o f 
fl ow are likely to draw protest, in contrast with those that are likely to please. 
Accordingly, important directions for future work on the concept and frame-
work of contextual i ntegrity i nclude checking t he plausibility of t hese pre-
dictions against historical fi ndings as well as developing testable hypotheses 
from them and examining these within research rubrics of the social sciences 
in natural as well as experimental settings.





P A R T  I

I N F O R M A T I O N  T E C H N O L O G Y ’ S 

P O W E R  A N D  T H R E A T

OVER A CENTURY AGO, SAMUEL WARREN AND LOUIS 

Brandeis s tarted a c onversation i n t he U nited St ates 
about the need for a comprehensive legal right to privacy. They warned, 
“Instantaneous p hotographs a nd n ewspaper enterprise ha ve i nvaded 
the s acred p recincts o f t he p rivate a nd do mestic l ife; a nd n umerous 
mechanical devices threaten to make good the prediction that ‘what is 
whispered i n t he c loset sha ll b e p roclaimed f rom t he  house- tops’ ” 
(1890, 195). Although the discussion they provoked in the legal com-
munity w as a nd c ontinues to b e i mportant, t heir w arning r esounds 
 here not so much for its legal ramifi cations as for its acute insight into 
the ways new technologies can so disrupt social life and practices as to 
threaten moral and po liti cal values. In Warren and Brandeis’s day, the 
disruptive technical advances  were in photography, which enabled the 
capture of people’s images at a distance and without their permission. 
Combined w ith e ffi  cient p rinting mac hinery, t his a llowed f or c heap 
publication and wide dissemination of these images.

In the past few de cades, privacy has been the rallying cry against 
another f amily of  t echnologies: c omputer- based, d igital e lectronic 
technologies t hat have hugely magnifi ed t he power of human beings 
over information. We are able, individually and in groups (organiza-
tions, i nstitutions, s ocieties), to ga ther, s tore, c ommunicate, a nalyze, 
play w ith, a nd u se i nformation i n h istorically u npre ce dented w ays.
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These n ovel ac tions a nd p ractices ha ve a roused a r ange o f r eactions f rom 
wonder to fear, from hope to indignation, and from resignation to outrage, 
giving rise to predictable and recurring cycles of public controversy. This 
book off ers a way to understand and evaluate this newfound power.

In predictable and recurring cycles, newly introduced systems and prac-
tices s timulate p ublic c ontroversy. A mid s wirling d isagreement a nd c onfu-
sion, opposing sides with diff ering viewpoints jockey for public support and, 
ultimately, victory in the relevant venues— marketplace, court, media, or leg-
islature. Part I p rovides readers a snapsh ot of the technological landscape, a 
contemporary sample of socio- technical systems that have raised hackles and 
oft en served as spurs for public debate.

To h elp s tructure w hat o therwise i s a l ong a nd b ewildering l ist, I ha ve 
found it useful to o r ga nize relevant technology- based systems and practices 
into t hree rough categories or ga nized around key f unctional characteristics 
or capacities. The fi rst is the capacity to monitor and track: to watch over peo-
ple, to capture information about them, and to follow them through time and 
space. There is great variability in such devices and systems, not only in how 
they a re emb edded i n s ociety a nd t he purposes t hey s erve but a lso i n how 
they function— for example, whether monitoring and t racking is conducted 
visually, through the recording of sound and touch, or accumulations of bio-
graphical information; whether it occurs for a mere instant or for an extended 
period of time; whether it is in full view or surreptitious.

A second category, labeled “aggregation and analysis,” covers the general 
capacity to s tore a nd a nalyze i nformation. W hen ha shed out i n de tail, t his 
ability e xtends ac ross a p rodigious a rray o f f unctions, suc h a s t he c apacity 
to store massive a mounts of information indefi nitely; to merg e information 
from diverse sources; and to s earch, fi nd, retrieve, or ga nize, scrutinize, and 
analyze information both from diverse sources and those amassed in a single 
unit. A third general capacity, which I have labeled “dissemination and publi-
cation,” includes the highly touted, remarkably eff ective capacities to distrib-
ute information in endlessly varied confi gurations, engulfi ng prior forms such 
as mail, telephone, paper- based publication, and all forms of broadcast media. 
The dominant and best- known embodiment of these capacities is, of course, 
the Internet, w ith t he World Wide Web as t he most familiar contemporary 
application.
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1 Keeping Track and Watching over Us

THE WORLD IS FILLED WITH DEVICES, SYSTEMS, AND DEVICES 

 embedded in systems that have been designed to notice, watch 
over, a nd f ollow p eople; to t rack t heir ac tions, t ake i n t heir a ttributes, a nd 
sometimes simply be aware of their presence. The frequency with which we 
are monitored a nd t racked by a ny g iven system can vary enormously, f rom 
one time only to episodically or continuously, as long as we are in the scope 
of i ts  sensorium. A lthough i ncreasingly ena bled by te chnology, monitoring 
and tracking is not a new addition to the range of human social activities. Nor 
is i t n ecessarily me diated, a s t here a re c ountless m undane w ays i n w hich 
people a re t racked a nd monitored: te achers t ake a ttendance, pa rents w atch 
toddlers in a park, and coaches keep track of athletes’ per for mance. Further, 
although privacy concerns accompany many contemporary monitoring and 
tracking practices, this does not necessarily need to be a factor, as when physi-
cians monitor t he heart rates of t heir patients or Oly mpic judges scrutinize 
and evaluate athletes’ routines.

Yet with advances in digital media we have witnessed a d ramatic r ise in 
technically mediated monitoring, oft en emerging as a fi rst- round solution to 
a wide range of social needs and problems. Not only is t here an increase in 
sheer frequency of technology- mediated monitoring and tracking but a result-
ing s hift  i n i ts na ture— automated, u ndiscriminating, a nd ac commodating 
new subjects, monitors, and motives. Following at the heels of these changes, 
there is growing discomfort, suspicion, and perplexity. In this chapter a variety 
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of de vices a nd s ystems, c urrently i n p lay or u nder c onsideration, t hat have 
surfaced i n t he g eneral c onsternation o ver i nformation te chnology a nd i ts 
threats to privacy are surveyed.

A word on terminology: the term surveillance is frequently used to cover 
much of what I d iscuss in this chapter. The reason I o pt for monitoring and 
tracking instead is that surveillance is usually associated with a set of po liti cal 
assumptions; namely, that monitoring is performed “from above” as subjects 
of su rveillance a re monitored by t hose i n authority or more p owerful t han 
them for purposes of behavior modifi cation or social control as sought or de-
termined by those conducting the surveillance. Although surveillance studies 
are an important neighboring fi eld, my initial goal  here is to describe a range 
of technology- based systems and practices (“socio- technical” systems) with-
out simultaneously theorizing about the uses to which they are put.

Direct and Indirect Monitoring and Tracking

In some cases, monitoring is an explicit and intended feature of a system. In 
one f amiliar e xample, v ideo su rveillance ( commonly c alled c losed- circuit 
tele vi sion, or C CTV i n t he United K ingdom), v ideo- recording c ameras a re 
placed in strategic locations such as the workplace, airports, train and subway 
stations, public streets, squares and parks, shopping malls and stores, parking 
garages, and schools (Duong 2005). The CCTV cameras capture v isual im-
ages, which may be viewed in real time on closed- circuit monitors, recorded 
and s tored f or l ater v iewing, o r c ommunicated off - site v ia el ectronic n et-
works. Cheaper equipment and advances in per for mance, combined with so-
cial and po liti cal drivers such as fear of crime and terror, have resulted in the 
proliferation of video surveillance to the extent that people going about their 
daily business i n u rban settings can expect to ha ve t heir i mages monitored 
and recorded an average of 300 t imes a day by thirty separate CCTV systems 
(Rosen 2004). In the United Kingdom, an enthusiastic proponent of these 
systems, estimates suggest that close to o ne- fi ft h of the world’s CCTV cam-
eras are  housed there, with more than 4.3 million installed as of 2004 (Frith 
2004). Ongoing improvements in this technology off er higher- resolution im-
ages (2048 × 1536, or 3 megapixels) (Bodell 2007), more comprehensive cover-
age through greater range of camera motion and wider- angled lenses, digital 
encoding and compression techniques to enhance storage, ease of communi-
cation, and data pro cessing.



 Keeping Track and Watching over Us 23

Other modalities besides the visual serve as the basis for monitoring. Sound 
recording and wiretapping, with its long and controversial history,  continue to 
make front- page news and to i nspire court cases and legislation (Lichtblau and 
Risen 2005; “Spying on Americans” 2007; Lichtblau 2008). Less salient, although 
as much a pa rt of the landscape, are computerized tracking systems that inte-
grate motion, touch, l ight, a nd heat de tection; chemical  sensors primarily ad-
vanced for monitoring environmental conditions— which add a nother sensory 
dimension to t he fi eld (Estrin 2007); and systems based on the transmission of 
radio f requency sig nals t hat f acilitate p oint- to- point c ommunication b etween 
receivers and embedded transmitters. (The case of radio frequency identifi cation 
[RFID] is discussed at length below.) In some cases, the trend is toward systems 
of networked sensors that are so small as to be imperceptible by humans, some 
even on the nanoscale (Wolfe 2003).

Although many existing and envisaged uses of sensor networks may hold 
no relevance for privacy, it takes no great leap of imagination to e xtrapolate 
from these to ones that do raise questions. One application, already a step be-
yond the laboratory, involves integrated monitoring systems incorporating a 
variety of sensing devices installed in homes. The positive potential of these 
systems in monitoring the el der ly living on their own carries with it a worry-
ing p otential o f i ntrusive su rveillance i n a ll h omes. (Technologies adv er-
tised for i n- home u se f or t he el  der ly i nclude A DT S ecurity’s Q uietCare, 
 Se niorSafe@Home, and iCare Health Monitoring [Larson 2007]; Intel, among 
other c ompanies, i s s ubstantially in vesting in  r esearch in  t his ar ea [ Intel 
2007].) A lthough constructed with benevolent, i f paternalistic ends, t he po-
tential application to fi ne- grained multi- modal surveillance with more sinis-
ter, less legitimate ends is clear.

Information itself constitutes a mo dality for monitoring. Apt ly captured 
by Rog er C larke’s ter m dataveillance ( 1988), inn umerable in teractions a nd 
transactions can be monitored and tracked through the exchange, extraction, 
or capture of information. Border crossings; meticulously kept phone rec ords; 
swipe- card entry points (e.g., subway turnstiles, proximity or “prox” cards ubiq-
uitous at most U.S. college campuses and places of work); airport check- in 
counters; and purchases made with credit, debit, and frequent shopper cards 
capture a dynamic record of people’s activities. Because doors, turnstiles, and 
store checkout registers are already points of restriction, seeping dataveillance 
has not radically a ltered how people experience t hese junctures. The d iff er-
ence is that in the move from lock- and- key and case to magnetic strip, these 
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spaces have become points of information capture and passage; commercial 
transactions and travel are newly enriched with information.

In many instances, however, monitoring and tracking, particularly the 
mode we call dataveillance, is not the direct aim but an inadvertent conse-
quence of some other goal for which a given system was originally designed. 
To give a few mundane examples, the con ve nience of paying with credit cards 
can p rovide e vidence o f a p erson’s w hereabouts; tel ephone b ills p rimarily 
intended to extract payment provide information about a person’s conversa-
tions; p rox c ards i ntended to p rovide s ecurity f or s tudent do rms ena ble 
tracking o f t heir c omings a nd g oings; a nd fi ne- grain mon itoring of  u sage 
patterns that provide utility companies with valuable information about load 
can also indicate the presence, absence, and general activities of building oc-
cupants. Ma nufacturers of consumer de vices advertise “smart,” networked 
appliances— refrigerators, toasters, and coff ee machines— that can communi-
cate with their own ers, and presumably with third parties as well.

Mobile telephony is another instance of a system from which a secondary 
surveillance capacity has emerged. In order to function, cellular phones must 
connect with nearby communications towers. It followed from this technical 
imperative that phone companies would be able to comply readily with the 1996 
mandate of t he U.S. Federal C ommunications C ommission requiring t hat a 
caller’s location be determinable to within a radius of 50 to 300 meters for pur-
poses of t he “enhanced 9 - 1- 1 emergency c all s ystem.” T his c apacity, i n t urn, 
enables t racking of telephones (as long as they are on) and their own ers to a 
fairly accurate degree, which raises a complicated set of issues regarding who 
ought to be allowed access to this information. The urgency of these matters 
is sure to escalate as new generations of cellular phones come equipped with 
Global Positioning Systems (GPS), allowing for far more accurate pinpointing 
of location by GPS ser vice providers, not in an obvious way regulated under 
the policy rubric governing traditional telecommunications providers.

Although this scenario suggests a classic surveillance relationship in 
which individual phone subscribers are monitored by powerful, centralized, 
institutional actors— private and government— mobile telephony has provided 
a platform for “demo cratizing” tracking capabilities and, in some instances, 
even turning the tables. For example, worried parents can subscribe to a ser-
vice Verizon calls “Chaperone” to keep track of their children’s whereabouts. 
Further, as an inadvertent consequence of equipping the devices themselves 
with v ideo and still cameras (“cameraphones”), individuals are equipped to 
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monitor a nd t rack one a nother as well as authorities, off ering a g limmer of 
hope at a more level playing fi eld while fueling the worry that watchful eyes 
are now inescapable.

Public Roadways

Public roadways constitute a telling case of the gradual transformation— still 
under w ay— of a v enue f rom o ne i n w hich mo nitoring a nd t racking  were 
largely absent to one in which these pro cesses seem increasingly transparent. 
This state of aff airs follows from the incursion of a diverse range of technical 
devices and systems either designed explicitly for monitoring and tracking or 
that a llow for monitoring a nd t racking a s a n i ndirect c onsequence of t heir 
primary functionalities.

Public roadways have not been entirely free of social control through 
monitoring, as driving has required operators’ licenses and vehicle own ership 
has demanded registration with state authorities as well as insurance cover-
age. O ver t ime, h owever, i ncremental c hanges made a nd u nder w ay i mply 
even closer scrutiny of driving and drivers not only at critical junctures, such 
as when obtaining a nd renewing a d river’s l icense, but continuously a s one 
drives. Roadway and bridge tolls, for example, previously paid in cash, are in-
creasingly e xtracted v ia a utomated c redit o r deb it pa yments. T oll p lazas, 
equipped with RFID systems, log the passage of registered vehicles and 
 deduct payment f rom a n ac count, t ypically replenished v ia c redit c ard pay-
ment, which in turn constitutes a p oint of tracking. Surprised drivers share 
anecdotes a bout sp eeding c itations a rriving i n t he ma il, ba sed o n d riving 
times clocked between plazas A a nd B, uncertain over the rules, if any, gov-
erning information accrued at these toll points.

Other systems t hat monitor drivers include so- called black boxes. Many 
people know about black boxes in a ircraft , oft en discussed in the context of 
air crash investigations, but most of us are unaware of their presence in cars. 
Originally installed in 1974 to help with the deployment of airbags, these 
boxes, called event- data recorders or electronic data recorders (EDRs), record 
general telemetry data such as engine speed, safety belt status, status of brakes 
during a c rash, and acceleration. The precise number of EDRs is not known 
because while the National Highway Traffi  c Safety Administration (NHTSA) 
and t he United St ates De partment o f Transportation ( DOT) r uled i n 2006 
that automakers must inform consumers that EDRs are installed in vehicles, 
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this ruling applies only to cars manufactured aft er September 2010 (DOT and 
NHTSA 2007). While the use of EDR data as evidence in court has been con-
troversial because its accuracy has been questioned, there a lso has been de-
bate about its admissibility on the grounds that it constitutes an unacceptable 
invasion of privacy, particularly because drivers are currently not usually in-
formed that EDRs are installed in their automobiles (DOT and NHTSA 2004; 
Zetter 2005).

The u se o f G PS na vigation s ystems i nstalled i n p rivate v ehicles, w hose 
primary function is to direct drivers to their desired destinations, may allow 
cars and drivers to be tracked, depending on their design. Some systems have 
allowed police departments to t race stolen vehicles and rental companies to 
track v ehicles a nd en sure t hat d rivers ha ve c omplied w ith c ompany r ules 
 (Ramasastry 2005).

On the roads, networked cameras supplement video surveillance systems 
located in more typical sites, such as public parks and shopping malls. In the 
United States, cameras are commonly installed at traffi  c l ights to de tect and 
identify red light off enders. In the United Kingdom, automatic number plate 
recognition (ANPR) systems operating along national roadways, on roadside 
posts, in police cars, or at gas stations capture and identify number plate im-
ages on camera. At least 50 million number plate images per day are centrally 
pro cessed by the National ANPR Data Center within the Police National 
Computer in London (Ballard 2006). The ANPR system not only instantly 
recognizes number plates, enabling interception of targeted vehicles (such as 
those known to have been involved in a crime), but is capable of tracking the 
progress of single vehicles along an entire journey by means of date/time 
stamps and linked GPS data (Evans- Pugh 2006).

Looking into the future, a p lanning initiative launched under the aegis 
of t he D OT’s Vehicle I nfrastructure I ntegration program a ims to ha rness 
wireless communication technology to promote safety and effi  ciency in traf-
fi c fl ow rather than aiding law enforcement. One project proposed by this 
initiative is the construction of a vehicle safety communication (VSC) sys-
tem, which could also result in comprehensive monitoring of cars on the 
roadways. Still in planning, the VSC system would equip every motor vehi-
cle w ith de vices c apable o f t ransmitting a nd r eceiving d ata to a nd f rom 
roadside units a nd to o ther vehicles equipped w ith similar devices. Ve hi-
cles and roadside units would form autonomous, self- organizing, point- to- 
multipoint, ad hoc, peer- to- peer communications networks able to transmit 
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time- and date- stamped data at a rate of ten messages per second to one an-
other about their respective location, sudden stops or swerves, vehicle speed, 
and other telemetry d ata. D rivers (and t heir c ars) c ould b e w arned a bout 
hazardous road c onditions, i mminent c ollisions, u pcoming t raffi  c lights, 
sharp c urves, o ncoming t raffi  c for left  turns, imminent lane changes, or 
merely congestion.

Although the explicit purpose of the system is to increase safety on the 
roads, countless de sign de cisions could p otentially de termine not only i ts 
functional effi  cacy in meeting explicit primary purposes but supporting fea-
tures as well. One such feature is security. Communication and data require-
ments designed with the primary goal of road and vehicle safety might make 
systems vulnerable to security threats, such as inauthentic or bogus mes-
sages l ike spurious “clear t he way” signals to a mbient t raffi  c from vehicles 
posing as emergency vehicles. One way to build assurances that data origi-
nates f rom a uthentic s ources i nto t he s ystem i s to i nclude s ome f orm o f 
identifi cation i n t he c ommunications p rotocol. Bu t, de pending o n h ow 
identifi cation is implemented, the inadvertent result could be a comprehen-
sive and inescapable system of monitoring and tracking on the roads. Rec-
ognizing t his d anger, so me sec urity ex perts h ave o ff ered p reliminary a p-
proaches to building secure systems that meet functional requirements 
while ma intaining a nonymity. A lthough, a t t he t ime o f w riting, n o fi nal 
decisions have been publicly announced, approaches that emphasize both 
security and anonymity are not prevailing. In other words, the worry that a 
well- intentioned roadw ay s afety c ommunication s ystem c ould t urn i nto a  
powerful tool for monitoring and tracking seems less salient to interests of 
law enforcement and private enterprise in a system with eff ective and trans-
parent identifi cation.

Online Monitoring

Privacy looms large online. The paradox of the online experience is that on 
the one hand it off ers individuals the possibility of communicating and inter-
acting w ith i ndividuals, g roups, a nd o rganizations i n t he p rivacy o f t heir 
homes, while on the other hand it exposes them to unpre ce dented monitor-
ing a nd t racking (see L essig 1999, c hap. 4 ). M ore t han ten y ears a go, J erry 
Kang captured some of the distinctive qualities of online monitoring by com-
paring the experience of shopping online with shopping in a regular mall.
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Imagine the following two visits to a m all, one in real space, the other in cy-
berspace. In real space, you drive to a m all, walk up a nd down its corridors, 
peer i nto n umerous s hops, a nd s troll t hrough c orridors o f i nviting s tores. 
Along the way, you buy an ice cream cone with cash. You walk into a b ook-
store and fl ip t hrough a f ew magazines. Finally, you stop at a c lothing store 
and buy a f riend a si lk scarf w ith a c redit card. In t his narrative, numerous 
persons interact with you and collect information along the way. For instance, 
while w alking t hrough t he m all, fellow v isitors v isually c ollect i nformation 
about you, i f for no ot her reason t han to a void bumping into you. But suc h 
information i s gener al— e.g., i t do es not p inpoint t he ge o graph i cal lo cation 
and time of the sighting— is not in a format that can be pro cessed by a com-
puter, is not indexed to your name or another unique identifi er, and is imper-
manent, residing in short- term human memory. You remain a barely noticed 
stranger. One important exception exists: The scarf purchase generates data 
that a re de tailed, c omputer- processable, i ndexed b y na me, a nd p otentially 
permanent.

By contrast, in cyberspace, the exception becomes the norm: Every interac-
tion is like the credit card purchase. The best way to grasp this point is to take 
seriously, i f o nly f or a mo ment, t he me ta phor t hat c yberspace i s a n ac tual 
place, a c omputer- constructed world, a v irtual re ality. I n t his a lternate u ni-
verse, you are invisibly stamped with a bar code as soon as you venture outside 
your home. There are entities called “road providers,” who supply the streets 
and ground you walk on, who track precisely where, when, and how fast you 
traverse the lands, in order to charge you for your wear on the infrastructure. 
As s oon a s you enter t he c yber- mall’s domain, t he m all b egins to t rack you 
through invisible scanners focused on your bar code. It automatically rec ords 
which stores you visit, which windows you browse, in which order, and for how 
long. The specifi c stores collect even more detailed data when you enter their 
domain. F or e xample, t he c yber- bookstore note s w hich m agazines yo u 
skimmed, recording which pages you have seen and for how long, and notes 
the pattern, if any, of your browsing. It notes that you picked up briefl y a health 
magazine f eaturing a n a rticle o n St . J ohn’s Wort, re ad f or s even m inutes a 
newsweekly de tailing a p olitician’s s ex s candal, a nd fl ipped ever- so- quickly 
through a t abloid c laiming t hat E lvis l ives. O f c ourse, w henever a ny i tem i s 
actually purchased, the store, as well as the credit, debit, or virtual cash com-
pany t hat provides payment t hrough c yberspace, takes careful notes of what 
you bought— in this case, a silk scarf, red, expensive (Kang 1998, 1198– 1199).
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Whereas mon itoring i n u nstructured t hree- dimensional ph ysical s pace 
requires signifi cant engineering intervention, giving rise to somewhat clumsy 
apparatus s uch a s C CTV, m onitoring o nline a ctivities r equires r elatively 
 minor adaptations of existing functional features. Features like IP addresses, 
authenticated logins, and cookies, either inherent to the design of the Web or 
included early in its functional development, have been ingeniously exploited 
over time as mechanisms for monitoring and tracking individual activities 
and online social behaviors. As these exploits have seeped into public con-
sciousness, they have periodically erupted into active controversy, such as on-
line advertising c ompanies l ike DoubleClick e xploiting t he f unctionality of 
cookies to t rack surfi ng patterns of individuals across numerous Web sites. 
By u sing ba nner ad s a nd Web bugs to p lace cookies on people’s ha rd d rives, 
these companies are able to ha rvest information on Web sites who have con-
tracted with them. Although vocal re sis tance has not resulted in the prohibition 
of such practices, it has yielded design alterations in Web browsers and browser 
interfaces to provide users greater control over cookies (Schwartz 2001).

The banner ad mo del by no means exhausts online tracking capabilities. 
Also possible is latent tracking of the time that users spend at various sites as 
well as comprehensive monitoring of so- called clickstream data. In early 2007 
it came to light that Internet Ser vice Providers (ISPs) such as Verizon, Com-
cast, A merica O nline (AOL), a nd E arthLink regularly monitor u sers’ c lick-
stream d ata, l inking i t w ith i dentifi able c ustomer r ec ords. E xactly w hat i s 
stored, for how long, and what is done with it are not matters that ISPs readily 
disclose (Singel 2007). ISP monitoring of users’ online activities is generally 
analogous to similar forms of monitoring performed by own ers of individ-
ual online enterprises who monitor the activities of users, customers, or visi-
tors to their sites. For some of the most successful online companies, such as 
Amazon .com, eBay .com, and Netfl ix .com, such practices create an uncanny 
sense of a “soul in the machine” surmising customers’ tastes and predilections 
(Amazon uses a proprietary algorithm called “item- to- item collaborative fi l-
tering”; see Linden, Smith, and York 2003). Because these practices lie at the 
heart of many of these companies’ business models, they are unlikely to abate 
despite d iscomfort a nd v ocal g rumbling b y p rivacy adv ocates a nd s ome o f 
their customers.

Another important instance of online monitoring is conducted by Web 
search companies such as Yahoo!, AOL, the Microsoft  Network (MSN), and 
the l argest suc h en tity, G oogle. P ublic i nterest i n p rivacy o f Web s earch 
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activities was initially aroused in 2006 w hen the mainstream press revealed 
that the U.S. Department of Justice (DOJ) had i ssued a sub poena to G oogle 
for one week’s worth of search query rec ords, absent identifying information, 
and a r andom l ist of 1 million Uniform Resource L ocators (U RLs) f rom its 
Web index. These rec ords  were requested to bolster the government’s defense 
of the constitutionality of the Child Online Protection Act (Bray 2006). When 
Google refused the initial request, the DOJ fi led a motion in a federal district 
court to f orce compliance. Before the court, Google argued that the request 
imposed a burden and would compromise trade secrets, undermine custom-
ers’ trust in Google, and have a chilling eff ect on search activities. In March 
2006 t he court g ranted a r educed version of t he government’s fi rst motion, 
ordering Google to p rovide a r andom listing of 50,000 U RLs, but denied its 
second mo tion r equesting s earch quer y r ec ords ( Hafner 2006). O ther Web 
search companies, including AOL, Yahoo!, and MSN,  were not named in this 
legal ac tion b ecause t hey had c omplied w ith t he D OJ’s r equest, a lthough 
 details on what exactly they handed over are not known.

A year later another front- page story revealed that certain identities could 
be e xtracted f rom ma ssive r ec ords o f a nonymized s earch- query d ata t hat 
AOL regularly posted on the Internet for use by the scientifi c research com-
munity. The news media reported on the extent to which search rec ords  were 
logged and revealed some of the ways that the major search companies store 
and analyze individual search quer y rec ords to c reate user profi les (Hansell 
2006; Z eller 2006). T here a re a f ew key i ssues t hat d rive privacy worries i n 
relation to this sphere of online activity. One is that Web search companies 
have provided no detailed disclosures on what they regularly monitor or what 
they typically do with patrons’ information. Another is that these sites provide a 
constellation o f s er vices i n add ition to W eb s earch c apability, i ncluding 
e-mail, calendar programs, online chat, Web portals and directories, digital 
content, and much more. This means that what ever logging they are doing of 
Web search activities could, in principle, be combined with this particularly 
sensitive array of personal record keeping, communication, research, and in-
tellectual exploration. These observations lead some critics to argue that ac-
tivities such as searching the Web ought not to be monitored at all.

Critics off er si milar r easons f or r esisting te chnology- based s chemes f or 
protecting intellectual property rights in media content such as music, video, 
and, to a lesser extent, print. Industry incumbents, in an eff ort to s tem un-
authorized fi le sharing by individuals t hat t hreaten t heir property stakes in 
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content, have developed various Technical Protection Mea sures (TPMs), also 
called Digital R ights Management (DRM). Certain forms of TPMs or DRM 
work b y i dentifying c onsumers a nd mo nitoring t heir c ontent u se s o t hey 
may be held liable for violations of terms of lease or sale. By monitoring the 
ways one engages w ith protected content, how f requently, at what t imes of 
day, and so forth, these systems encroach into zones of life many consider to 
be sacrosanct.

Radio Frequency Identif ication (RFID) Technology

I c onclude t his c hapter w ith a d iscussion o f R FID te chnology, w hich u ses 
 radio waves as a modality for tracking and monitoring. This brief case study il-
lustrates key elements at the intersection of technology, tracking, and privacy. 
Although t he range of ac tual and planned applications of R FID technology 
has burgeoned in the past de cade, experts in the fi eld note that its usefulness 
as a means of identifying and tracking was recognized as early as World War 
II, w hen i t w as de ployed a s a w ay to d istinguish A merican a ircraft  from 
 enemy aircraft . Since then, its development has accelerated and diversifi ed due 
to advances in digital electronic technologies. Contemporary RFID systems 
consist of transponder tags, typically very small microchips with embedded 
electronic circuits and tiny antennae, that exchange signals with transceivers, 
usually fi xed devices that receive and pro cess information. Present- day off er-
ings fall roughly into two classes. In passive RFID systems, transponder tags 
with no power source of their own are activated by power broadcast to them 
by transceivers, emitting radio signals back to the transceiver. In a typical pas-
sive s ystem, t he i nformation em itted i s t he t ag’s own identifi cation, usually 
linked v ia t he t ransceiver to a d atabase. Active R FID systems i nclude t ran-
sponder tags with their own internal power source.

Passive and active systems hold distinct sets of advantages and limitations. 
Active tags can be read across greater distances than passive tags (up to 1,000 
meters versus a few feet) and far more quickly, at a rate of twenty tags moving 
at speeds of up to 100 miles per hour or thousands at a time versus a few sec-
onds for reading twenty passive tags. Active tags off er 1,000 times more read/
write data storage capacity and can incorporate sensor capabilities to monitor 
environmental variables such as temperature, humidity, shock, and container 
seal status (to detect item tampering). Finally, active systems are more accu-
rate, more fl exible, and less prone to problems of signal interference. So why 
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would anyone choose a passive RFID system? Because active tags are battery 
operated, have a limited shelf life, and, more critically, cost signifi cantly more— 
passive tags off ered in bulk cost approximately 20 cents each, whereas active 
tags cost $3 to $15 each (Moore 2005).

Technical improvements in the component technologies of RFID systems 
have led not only to a steady decline in cost but to a diversifi ed fi eld of applica-
tions; some already in place, others anticipated. RFID enabled road- toll 
 systems, suc h a s E -ZPass i n t he northeastern United St ates a nd FasTrak i n 
California, are widespread. These systems use semi- passive transponder tags, 
which have battery- powered microchip circuitry that transmits information 
only w hen ac tivated by s ystem t ransceivers; tol ls a re charged to c ustomers’ 
accounts v ia t ransponders a ttached to t heir v ehicle w indshields t hat sig nal 
transceivers embedded in toll plazas. Another common use of RFID technol-
ogy is in the previously mentioned prox card systems used to secure university 
buildings ac ross t he U nited St ates; t ransponders a re t ypically emb edded i n 
student identifi cation (ID) cards. Other applications include automobile keys 
with “immobilizer” chips, keyless automobile entry, tracking of air cargo, RFID- 
enabled wristbands for newborns, tracking patterns of wildlife migration and 
spawning, ensuring food safety, and tracking hazardous chemicals (Katz 2007; 
“Radio Silence” 2007; Weier 2007; Murphy 2008; Priest 2008). In 2006 the U.S. 
Department of State, along with several other countries, initiated a program to 
replace e xisting pa ssports w ith R FID- enabled pa ssports (O’Connor 2 007). 
The Eu ro pe an  Union (EU), for example, is planning a c omprehensive RFID- 
enabled biometric surveillance system that would automate EU c itizen travel 
across borders of EU member states (Heath 2008).

Two applications in par tic u lar have raised public controversy: implantable 
transponder chips and the use of RFID in supply- side inventory management. 
Encased in glass or plastic capsules, implantable chips (both active and pas-
sive) roughly the size of a grain of rice can be injected under the skin. Com-
monly i mplanted i n p ets a nd l ivestock ( see T i- Rfi d S ystems, ma rketed f or 
 agricultural use [Texas Instruments 2007], and Pet- ID [2006], targeted at pet 
own ers), they are also marketed for use in humans. VeriChip, which claims to 
be the fi rst company to off er a patented, human- implantable, RFID microchip 
approved by the Federal Drug Administration, markets passive tags for pur-
poses o f c ontrolling ac cess to r esources a nd spac es, f or i dentifying p eople 
with serious chronic diseases needing specifi c emergency treatments, for in-
fant protection against in- hospital switching, and for preventing residents of 
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long- term care facilities (e.g., those suff ering from Alzheimer’s) from roaming 
off  the premises (VeriChip Corporation 2006). Highly publicized at the time, 
the Baja Beach Club in Barcelona, Spain, held an “implant night” where VIP 
customers  were off ered the option of a scannable RFID chip to be implanted 
in their arms. This chip guaranteed access to the club and allowed customers 
to charge drinks to a debit account (Leyden 2004; Losowsky 2004).

RFID systems, widely touted as an eff ective t ool f or m anaging s upply 
chain assets, are currently used to track cartons and pallets of goods, but the 
eventual goal is to be able to track consumer items individually. Paving the 
way to t his goal is the Electronic Product Code (EPC) network, a c ollabora-
tion between industry pa rtners a nd t he Auto- ID Center (currently based at 
the Massachusetts Institute of Technology). A nalogous to t he familiar Uni-
versal Product Code (UPC) “ barcode,” which is optically scanned, t he EPC 
would be able to identify products down to the unique individual rather than 
the product type. Like the UPC network, the EPC network would off er glob-
ally standardized EPC tag serial numbers linked to centralized databases that 
would connect these serial numbers with information about tagged items.

RFID- based asset management systems are expected to p rovide gains in 
both effi  ciency and reliability. With the capacity to t rack goods along distri-
bution channels from factories to ware houses and ultimately to retail store-
fronts, supporters assert that these systems will minimize errors and losses. 
Moreover, for perishable food items, RFID technology could alert store own-
ers to items that may have passed “sell by” dates. In another product- specifi c 
application, t he U .S. F ood a nd D rug A dministration ( FDA) i s c onsidering 
RFID as a tool for monitoring the integrity of the U.S. drug supply by ensur-
ing pedigree and authenticity of drugs as they move a long the supply chain 
(U.S. FDA 2004).

Optimism over the benefi ts of RFID technology is tempered with aware-
ness of potential hazards, even among enthusiastic advocates. Focusing  here 
on hazards bearing directly on privacy, and to security as it relates to privacy, 
we consider some of the most prominent concerns. One is a trade- off  of pri-
vacy for effi  ciency; universal standards like the EPC, for example, increase the 
effi  ciency of product tracking but at the same time allow for the possibility that 
an item can be detected by transceivers outside of a specifi c system. A similar 
critique has dogged systems proposed for R FID- enabled passports, as critics 
demonstrated in early versions of the technology that passport information 
could be detected and read by unauthorized, rogue readers stationed several 
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feet away (Schneier 2006). Without proper security, such as data encryption, 
information emitted by primitive tags is vulnerable to interception by unau-
thorized readers (Garfi nkel 2002).

With some applications, such as RFID passports, the major concerns 
are  malfunction a nd e xploitation of  lo opholes. W ith ot hers, c oncerns a re 
provoked by their functional excellence. One such instance is the highly ex-
tolled capacity of RFID systems to identify tagged items uniquely, compared 
with the UPC system, which identifi es them only by type. Detractors of EPC 
for use with consumer items worry that identifi able consumers can be tightly 
matched w ith spec ifi c i tems t hey have purchased v ia c redit c ards a nd c on-
sumer l oyalty p rograms. T he p rospect o f r etail c onsumption f ollowing t he 
trajectory of RFID- enabled road- toll systems, from a not- traceable, cash- based 
system to o ne t hat t racks p eople o n a p er- transaction ba sis, sp urred v ocal 
protests against a p i lot project announced by Wal- Mart in which individual 
Gillette products would be tagged.

Critics have a lso voiced concerns with RFID’s potential for surreptitious 
tracking. Since readers as well as tags may be hidden from view (in consumer 
items and even documents), RFID signals are not detectable by human sensory 
apparatus, and radio frequency waves are able to penetrate many solid materi-
als, systems may operate without detection. Even i f we are aware that items 
we carry and use include RFID tags, we may have no way of knowing when 
these  tags a re t ransmitting i nformation to t ransceivers emb edded i nside 
plastics, cloth, carpets, and fl oor tiles. Critics warn of discomfi ting scenarios 
in which unsuspecting consumers are tracked beyond checkout, where their 
purchases “ communicate” t heir w hereabouts to s trategically p laced t rans-
ceivers, even reporting an inventory of other tagged items in their homes to a 
central repository.

We do not yet live in a world replete with RFID- enabled consumer items, 
but these scenarios are not purely the stuff  of science fi ction. In California and 
Virginia, f or e xample, w here l awmakers a re c onsidering t he u se o f R FID- 
enabled, state- issued ID cards such as driver’s licenses, citizens may reason-
ably wonder w hether c onstitutional c onstraints a re e ff ective a gainst c overt, 
automatic identifi cation at a distance. If not, such cards would enable tracking 
and monitoring without knowledge or consent. Prospects of identifi cation at a 
distance are not unrealistic in light of claims that some active tags have suffi  -
cient range to communicate with satellites. Although, in this regard, passive 
tags might seem more benign than active tags that broadcast willy- nilly, in 
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fact, real- time i nformation evoked by land- based readers may be relayed to 
satellites (Consumers A gainst Su permarket P rivacy I nvasion a nd N umber-
ing, et al. 2003). And since passive tags require no power source, their capacity 
to communicate is not limited by this. Finally, information captured through 
RFID t racking may y ield a f urther d imension to g rowing stockpiles of per-
sonal i nformation he ld by  t hird- party a ggregators a nd i nformation s er vice 
providers.

In this chapter and the two that follow, my aim is to provide an overview 
of technology- based systems and practices that are seen as threats to privacy. 
My focus in this chapter has been on threats generated by new and intensifi ed 
capacities to monitor and track; however, because it is impossible to survey all 
such systems and practices, I have described a sample that represents the range 
of underlying technologies, the range of venues in which we can now expect 
to be monitored and tracked, and a f ew instances of controversies that have 
erupted in the wake of such systems and practices.
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2  Knowing Us Better than We 

Know  Ourselves: Massive 

and Deep Databases

CONTRIBUTING TO THE EXTRAORDINARY POTENCY OF TECHNOLOGY-

based s ystems for monitoring a nd t racking i s t he bac k- end c a-
pacity to store information captured by these systems, give meaning to it, and 
make it readily available for subsequent use. In the United States, these capa-
bilities fueled early public privacy debates in the 1960s a nd 1970s on the in-
creasing and potentially unlimited uses of computerized databases of personal 
information compiled by government and large private institutions (Westin 
1967; Miller 1972; Burnham 1983; Regan 1995). As the technological possibili-
ties have multiplied in power and complexity and the landscape of threat has 
become more diverse and sprawling, the debates have continued.

Crowning achievements i n t hree a reas of i nformation s cience a nd tech-
nology have contributed to the landscape of threat. First, in the area of com-
puterized databases, major scientifi c development, surges in pro cessing power, 
and a plentiful supply of cheap computer memory have contributed to vastly 
improved capacities for storing, or ga niz ing, and retrieving great quantities of 
information. Simply put, this has meant that anything about an individual 
that can be rendered in digital form can be stored over indefi nitely long peri-
ods of time and be readily retrieved. Second, rapid strides in the science and 
engineering of d igital electronic communications networks, notably t he In-
ternet, the World Wide Web, and related wired and wireless networking tech-
nologies, have meant that large quantities of information can be moved around 
reliably and effi  ciently at lightning speed. As a result, not only can information 
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in databases be communicated across great distances, but information stored 
at networked nodes can be accessed from multiple places irrespective of geo-
graphic distances.

The third signifi cant achievement is the scientifi c and technological growth 
in data analysis due to rapid, ongoing developments in information science, 
information ma nagement, t heoretical c omputer s cience, ma thematical a nd 
statistical a nalysis, cryptography, a nd a rtifi cial intelligence. Information can 
be c ompressed, s orted, ma nipulated, d iscovered, a nd i nterpreted a s n ever 
before, a nd t hus c an b e mo re e asily t ransformed i nto u seful k nowledge. I n 
sum, these areas of scientifi c and technological development (which continue to 
thrive) make it possible for large troves of information to be reliably, effi  ciently, 
and meaningfully or ga nized and accessed; to b e eff ectively moved into mas-
sive aggregations and disaggregated into usable chunks; and to be transmitted 
to sites when needed. Furthermore, information begets information: as data is 
structured and analyzed it yields implications, consequences, and predictions.

In this landscape of possibilities, which excites both enthusiasm and dread, 
what can we say about implications for privacy? Plainly, these new tools aff ord 
new m astery ove r i nformation: it  ne ed no  lon ger b e e phemeral, v ulnerable 
neither to t he whims a nd weaknesses of human memory nor to t he l imita-
tions of paper fi les; no longer hard to fi nd or prohibitively expensive to dissemi-
nate. Beyond one obvious and universal casualty, so- called privacy through 
obscurity, the par tic u lar ways that people are likely to e xperience the eff ects 
on privacy are liable to be neither uniform nor constant. Continuous and rapid 
technological a dvances re sult i n a n e ver- shift ing topography of ex perience, 
variable across social spheres a nd subject to ado ption rates a nd t he specifi c 
information technologies and institutions to which people are exposed. Thus, 
people l iving i n a n u rban me tropolis, w orking f or m ultinational c orpora-
tions, and conducting business online with an array of real and other prop-
erty (e.g., creative or intellectual content) are likely to experience the impacts 
of information systems in diff erent ways from people living in rural outposts, 
owning small ser vice businesses, and traveling very little outside the borders of 
their hometown.

Instead of developing a detailed matrix of how information systems  aff ect 
the privacy of these diff erent lives, which would require a detour beyond the 
scope of this book, I have found that four pivotal transformations form a use-
ful explanatory framework for guiding our thinking generally. These trans-
formations, which are as much social, po liti cal, and economic as technological, 
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shape t he ma ny d iff erent ways computerized record- keeping systems and 
practices i mpinge o n p rivacy a nd a ff ect e xperiences i n d iversely shap ed 
lives. Before proceeding it is important to note that the features and trans-
formations d iscussed in t his chapter could be readily adapted to i nforma-
tion generally with an eye to understanding the widespread signifi cance of 
these changes. Our focus, however, will remain on personal information 
(information about identifi able persons), motivated as we are by an interest 
in privacy.

Pivotal Transformations

Demo cratization of Database Technologies
One major t ransformation i s t he demo cratization of access to s ophisticated 
database te chnologies, f acilitated i n l arge pa rt by a d ramatic de cline i n t he 
cost of hardware and soft ware as well as by the eff orts of systems developers 
and vendors to ad apt their products to a w ide range of users. By “ demo cra-
tization,” I me an nothing more t han an expansion of access to a b road and 
diverse community of individual and institutional users. In order to appreci-
ate how this transformation has complicated the privacy conundrum, compare 
the contemporary scenario with the ways threats to privacy  were experienced 
in t he 1960s t hrough t he 1980s, a s r efl ected i n t he f raming o f t he g round-
breaking a nd infl uential 1973 Re port to t he C ommittee o f t he S ecretary o f 
Health, Education, and Welfare, Rec ords, Computers, and the Rights of Cit i-
zens (U.S. Department of Health, Education, and Welfare 1973). The commit-
tee, which included Willis Ware and Alan Westin (leaders in the fi eld in 
 de cades following), was charged with recommending public policies that bal-
anced t he b enefi ts o f co mputerized d atabases ( “record- keeping s ystems”) 
with the rights of individual data subjects (“citizens”). The heart of the report 
is the Code of Fair Information Practices, which articulates fi ve fundamental 
principles of record- keeping that have shaped privacy policy making through-
out t he w orld. T hese p rinciples e xpressly p rohibit s ecret d atabases a nd t he 
reuse of data for purposes other t han t hose s tated at t he t ime of collection, 
 demand adequate data security, and a llow data subjects to b oth inspect and 
correct their rec ords. Particularly relevant to our discussion, however, is the 
backdrop of the report— how the committee construed the signifi cant actors 
and the likely targets of regulation they supported. In par tic u lar, they  were 
concerned about protecting private i ndividuals (data subjects) a gainst l arge 
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government and private sector institutional actors maintaining information 
about them. The Code, almost like a bill of rights, was an eff ort to “ level the 
playing fi eld” for i ndividuals i n relation to t hese large a nd powerful ac tors. 
This landscape might have seemed more sinister to t he privacy advocates of 
the day, with its overtones of conspiracy and “big brother,” but it was, at least, 
clearer. Why so?

Leading up to t he report, l arge organizations w ith t he f unds to fi nance 
equipment a nd s ystems  were t urning, i ncreasingly, to c omputers a nd d ata-
bases to administer, control, and interact with large numbers of people. These 
businesses included government agencies (e.g., the Internal Revenue Ser vice, 
the U.S. Census Bureau, and the Federal Bureau of Investigation; see Laudon 
1986), b anks, i nsurance c ompanies, ut ilities, a nd t elecommunications c om-
panies. Citing effi  ciency and waste reduction in government, a number of stud-
ies urged further consolidation of record- keeping. For example, in 1965 and 
1967, two controversial studies recommended a computerized federal data cen-
ter and national data center. In the 1970s the General Ser vice Administration 
issued a r eport r ecommending a n etwork l inking f ederal g overnment d ata 
systems. Although these proposals  were scuttled following energetic protests 
in t he p ress, t rade p ublications, a nd i n a nd a round t he U.S. C ongress, t he 
battle l ines  were drawn during public debates. These del iberations assumed 
the convergence of two forces: powerful technologies at the ser vice of domi-
nant social and po liti cal actors who, realistically,  were the only ones who had 
access to these technologies. This confl uence of factors lent a de fi nite shape 
to calls for privacy protection, because the threat to privacy was the familiar 
threat of t hose i n p ositions of p ower, i ncluding a gents of government, w ho 
had to be prevented from abusing the novel powers of computerized databases. 
This confl uence of technology with a par tic u lar power confi guration has bro-
ken down w ith t he demo  cratization o f ac cess to a utomated r ecord- keeping 
and related technologies.

In the contemporary picture, the adoption of digital technologies by virtu-
ally a ll organizations— large, sma ll, public, private— places at t heir d isposal 
aff ordable, powerful computerized databases for handling a host of function-
alities. The major actors continue to be major users. Government agencies, for 
example, u tilize d atabase te chnologies f or ad ministering t ransactions w ith 
citizens and have thus increased their range of applications to include vital rec-
ords (birth, death, marriage, and so forth), welfare rec ords, real property holdings, 
drivers’ rec ords, census rec ords, and court rec ords, among others (Laudon 1986). 
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Banks a nd other fi nancial institutions maintain detailed  documentation on 
holdings and transactions; mortgage and insurance companies keep dossiers 
on individual clients; phone companies log item- by- item rec ords of conversa-
tions; and hospitals and clinics retain detailed rec ords of examinations, pro-
cedures, and treatments.

The r ange o f app lications ha s e xpanded f or t hose w ho u se t hese 
technologies— including b oth sma ll a nd l arge r etailers a nd sma ll a nd l arge 
 ser vice providers— for managing customer and client relations, marketing, ac-
counting, personnel management, directories, research, and more. Less salient 
to individual data subjects are specialized rec ords culled from search engine 
logs, r etail p urchase r ec ords (e.g., su permarkets, d rugstores, a nd ha rdware 
stores), magazine and newspaper subscription rec ords, airline rec ords of trav-
elers, rental agency reports of car rentals, and bookstore lists of book orders 
and purchases. It is no longer surprising that health clubs, pizza parlors, plumb-
ers, and yard ser vice companies can track our interactions with them, such as 
when a beauty parlor can rattle off  recent treatments in addition to the stylists 
who administered them. Not least, individuals have also become the keepers 
of electronic rec ords in their computerized calendars and address books, per-
sonal d igital a ssistants, a nd c ellular phones. T he upshot i s a n i nformation- 
rich environment at just about every turn.

Information Mobility
Another transformation is in the mobility of information. Facilitated by easy 
and i nexpensive s torage, s tandardized d atabase formats, a nd maturation of 
the networked information infrastructure, the effi  ciency with which informa-
tion can be moved around is unpre ce dented. There is little sense of informa-
tion being located at any fi xed point. Certainly not tied to or limited by geo-
graphic location, information collected at one venue may be fl uidly transmitted 
elsewhere either one record at a t ime or en masse. Mobility of information is 
not, however, merely a f unction of network ha rdware a nd soft ware, but t he 
enthusiastic upsurge in network adoption and usage by individual and insti-
tutional social actors. Unless we choose not to make connections— to engage 
socially in some way or another— obscurity cannot be achieved through relo-
cation. I nformation i n d igital el ectronic f orm n ot o nly sp reads to m ultiple 
points, it is a lso accessible from multiple points. The grapevine is thorough, 
scientifi c, and precise; rec ords of whom we are and what we have done follow 
us around and even sometimes precede us.



 Knowing Us Better than We Know Ourselves 41

Information Aggregation
Another important transformation is information aggregation, facilitated by 
the fi rst t wo t ransformations. Mobility of i nformation means t hat it can be 
transmitted from a point of collection to another or other points where it may 
be needed or simply more highly valued. It can be banked at a third location, 
pooled with other information, used immediately, or simply remain in stor-
age until a c all is made f or it. In some cases, the aggregation of information 
is functionally specifi c; for example, if a government security agency seeks to 
draw a nd p ool together i nformation f rom d iverse s ources about a g roup of 
individuals suspected of terrorist activities or a population health agency seeks 
to pool medical information on patients with specifi c conditions from many 
hospitals in a r egion. In other cases, information is aggregated strategically, 
then secured in data banks or so- called data ware houses in anticipation of 
future need. The transformation is not merely technological; not only do we 
have the technical competence to format, dispatch, and assemble data for pur-
poses of aggregation, but robust social systems and practices have developed 
that count on its competence and motivate its continuing development.

To lend precision to the discourse surrounding data aggregation, it will be 
useful to introduce and specify the meaning of a few terms. Our main interest 
in this section is with aggregated databases, by which we mean assemblages of 
a number of distinct databases. Even though we generally think of data ag-
gregation a s a n ac tivity t hat produces large d atabases, l arge d atabases need 
not be aggregations. Let us consider two diff erent ways a database can be large: 
it can be large because it includes many data subjects or it can be large because 
it includes a g reat deal of information about data subjects. I w ill invoke the 
dimensions of breadth and depth to indicate the number of data subjects or 
the n umbers o f a ttribute fi elds, r espectively. O ne c an i magine d atabases— 
aggregated o r n ot— of ma ny shap es a nd si zes v arying i n de pen dently a long 
both t hese d imensions. Q uite s eparately f rom t his, o ne ma y w ant to k now 
how ma ny p rimary d atabases c ontributed to t he c onstruction o f a n a ggre-
gated database. Accordingly, there may be very large databases (e.g., the data-
base o f r esults f rom t he U.S. C ensus Bu reau’s de cennial l ong- form su rvey) 
that are massively broad and reasonably deep but are not aggregations; con-
versely, there may be relatively small aggregations (e.g., the merger of mailing 
lists f rom t he Prince ton Historical Society w ith t he Prince ton Rotary Club) 
that are shallow and narrow databases. Aggregations that seem to be the most 
controversial and troubling are those that are broad and deep, and those that 
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are exceedingly na rrow (one d ata subject) but very deep. T he latter a re f re-
quently called “digital dossiers” (Solove 2002b).

Some o f t he u tility o f ac tual a ggregation c an b e ob tained b y w hat w e 
might characterize as virtual aggregation. Although the notion of a data ware-
house su ggests a l arge contiguous repository i n which i nformation i s s tored 
(and oft en it is), advances in information science, particularly techniques for 
search and retrieval, enable the extraction of information held in disparate 
locales. F acilitated by  s tandardized ne tworks a nd c ommunications proto -
cols, t hese search techniques a llow information to b e drawn f rom multiple 
sources a s i t i s n eeded. A f amiliar c ase i n p oint i s t he World Wi de Web, 
which can be conceived of as a huge distributed data repository with public 
search engines making it possible for people to retrieve targeted information 
from it. These searches can locate information in a great variety of formats; 
including music, video, news, blogs, academic papers, images, and so forth. 
This ability to t reat t he Web a s a v irtual ware house a nd to e xtract f rom it 
deep profi les on individuals has emerged as one of the perennial privacy is-
sues associated with Web search (Swidey 2003; Hinman 2005; Tavani 2005; 
Lobron 2006; Weiss 2006). And then there’s the (in)famous case of the CNet 
reporter w ho dug up p ersonal i nformation on E ric S chmidt u sing G oogle, 
and was subsequently boycotted from Google’s press events (Mills 2005; Stross 
2005).

Information from Data, Knowledge from Information
The ware house meta phor is misleading in another way, in that it suggests a 
large spac e w ith i nformation s tored pa ssively i nside. T he v alue o f a ggrega-
tions, however, lies not merely in their bringing together and making in-
formation a vailable, b ut i n a f ar mo re dy namic p otential. Ab etted b y b rute 
 pro cessing p ower, i ncreasingly s ophisticated ma thematical a nd s tatistical 
techniques have made i t possible to e xtract descriptive and predictive mean-
ings from information that goes well beyond its literal boundaries. With sweep-
ing consequences for privacy, this fourth transformation is an unbounded con-
fi dence placed in the potential of information pro cesses and analysis to solve 
deep and urgent social problems. These are problems we may be able to solve 
by learning what ever we can about people, their attributes, and past actions in 
an eff ort to understand their predispositions and predict future actions. This 
confi dence fuels an energetic quest both for information and for increasingly 
sophisticated tools of analysis.
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The p otential ga ins, a s well a s w orries, o f c ross- analyzing o ne d atabase 
with another drew public attention in the 1980s when federal agencies enthu-
siastically adopted the technique known as computer matching. In one well- 
known appl ication, c omputerized fi les o f f ederal em ployees  were ma tched 
with welfare rolls, detecting an embarrassing list of fraudulent welfare appli-
cations submitted by people who  were, at the t ime, employees of the federal 
government (Dallaire et al. 1984; Clarke 1988). Detractors argued that match-
ing n ot o nly v iolated t he P rivacy A ct o f 1974, b ut i f u nchecked y ielded a n 
outcome f unctionally e quivalent to a f ederal d ata c enter, a p roposal t hat 
had been resoundingly defeated in the 1960s. Although by 1988 the Computer 
Matching a nd Privacy Protection Act was passed, skeptics a rgue t hat it has 
merely routinized the protocol for approval and does little to stem govern-
ment matching and nothing to reduce matching practices in the private sector 
(see Regan 1995, chap. 4).

Appreciating the power of information to analyze people as well as to pre-
dict and even control their actions is not new; it is the very essence of human 
social relations and interaction. Attentive businesses and curious, observant 
individuals have always benefi ted from relying on what they know about peo-
ple to shape successful— oft en mutually successful— interactions. If there is a 
distinctive ambition in this regard prompted by digital technologies of infor-
mation, it is to develop the means of acquiring this power en masse, effi  ciently, 
automatically, a nd i mpersonally. Ma ny i mportant w orks ha ve n oted t hat 
analysis, or “pro cessing,” of data has come a long way since two- way match-
ing o f c omputerized fi le s ystems. F or e xample, l egal s cholar Da niel S olove 
observed, “But aggregation’s power and scope are diff erent in the Information 
Age; the data gathered about people is signifi cantly more extensive, the pro-
cess of combining it is much easier, and the computer technologies to analyze 
it a re more sophisticated a nd powerful” (2006, 5 06). We may wonder, t hen, 
whether commanding i nformation i n orders of magnitude g reater t han be-
fore and pro cessing it automatically, effi  ciently, and impersonally is somehow 
morally signifi cant. Should numbers, a s t he ph i los o pher Joh n Taurek (1977) 
once a sked, c ount? T his que stion, i n v arious g uises, w ill b e add ressed 
throughout the book.

One general worry i s t hat t he a nalysis of a ggregated d ata s ets generates 
information a bout p eople b eyond w hat i s g iven i n t he i ndividual d ata s ets. 
Therefore, circumstances, understandings, or even policies that surround them 
individually may not apply to t hem when the information is in an aggregated 
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form. An important example of this is the practice of profi ling, in which indi-
viduals are assigned to par tic u lar categories based on their similarity to mem-
bers of a c omparison class bearing similar clusters of attributes. For reasons 
ranging from prejudice to unfairness, critics question the legitimacy of deci-
sions ba sed o n p rofi ling; r egardless, a l arge number o f b usinesses ha ve ad -
opted the practice. Mortgage companies determine credit worthiness, market-
ing units distribute par tic u lar sales treatments, life insurance companies assess 
heart attack risk, and national security agencies identify prospective terrorists 
through this pro cess (Lyon 2003, 2007).

Another well- known cluster of analytic techniques falls under the heading 
of data mining or knowledge discovery in data (KDD), which also utilizes large 
data aggregations to draw inferences about individuals. Instead of  applying 
statistical techniques to verify hypothesized correlations, such as ascertaining 
the likelihood that registered Demo crats will vote for a Demo cratic presiden-
tial candidate or t he l ikelihood of dy ing f rom k idney cancer i f one smokes, 
KDD techniques search for emergent relationships among attributes in data 
sets. Individuals are clustered into groups based on common patterns that are 
discovered in the data, thereby augmenting the range of predictive variables. 
Exponents to ut K DD a s t ranscending b oth h uman i ngenuity a nd h uman 
prejudice. Although certain applications of KDD and data mining techniques 
are directly experienced in “recommender” systems such as those of pop u lar 
Web sites like Amazon .com and Netfl ix .com, the extent of its success in fi elds 
of marketing, national security, and law enforcement is not readily grasped, 
much like the extent of its full potential.

Setting aside speculations on the ultimate value of profi ling and mining in 
predicting and shaping human action, the hopes placed in their promise has 
catapulted information— raw and processed— into a dynamic, starring role in 
social decision making. This faith in information, envisioned as an asset of 
enormous value, creates a virtually unquenchable thirst that can only be slaked 
by more information, fueling information- seeking behaviors of great ingenu-
ity backed by determined and tenacious hoarding of its lodes. Inevitably, as 
our a wareness o f t his l andscape g rows, s o g rows a s ense o f p rivacy u nder 
assault.

Before concluding this chapter with a brief account of several key com-
panies i n t he i nformation i ndustry, i t may b e helpful to r eview a f ew ke y 
points. The transformations facilitated by technology over the past two de-
cades h ave a ff ected t he s tate a nd p ractice o f el ectronic enga gement w ith 
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personal  information, which, in turn, a re experienced as t hreats to p rivacy. 
The demo cratization of computerized i nformation storage systems has lead 
not only to a proliferation of record- keeping systems of personal information 
but to a d iversifi cation in the social actors who maintain and use them. The 
mobility of information has been enhanced by great strides in the communi-
cations powers of digital electronic networks and their enthusiastic adoption 
worldwide. Abetted by powerful networking capabilities and interoperability 
in database systems, an active trend has emerged in information aggregation 
by merging record systems from a variety of diverse sources. Finally, the vast 
enterprise of meaning- making is motivating a great deal of collection, stor-
age, and dissemination of information, facilitated by the application of com-
putational and statistical techniques of information analysis.

Omnibus Information Providers

The practice of information aggregation drives a t hriving industry of infor-
mation ser vice providers who sell products and ser vices within all sectors of 
society. Their business success is fueled as much by advances in information 
science and technology as by social, po liti cal, and economic factors. It is inter-
esting to note that despite successful campaigns of the 1960s and 1970s oppos-
ing such initiatives as a f ederal data center, the information industry, which 
off ers much more to both the private and governmental sectors, thrives in rela-
tively unrestrained freedom (Solove 2002b; Birnhack and Elkin- Koren 2003). 
A focus of concern for much scholarly and pop u lar commentary is what  here 
I will call omnibus information providers, a lso sometimes called online data 
vendors, information brokers, or information ser vices. Although computer-
ized rec ords of personal information lie at the heart of many enterprises, the 
distinguishing mark of this sector is that information is their enterprise, their 
currency, and their business model. Financial institutions, credit card compa-
nies, insurance companies, and hospitals, for example, maintain massive re-
cord systems, but they do so in the ser vice of something  else that is their core 
mission. This is not so for information ser vice providers; their raison d’être 
is information. The closest governmental comparison might be the Census 
Bureau, whose core mission is population information.

Because the personal information ser vice sector continues to e volve rap-
idly, it is important to recognize that what may be true about it at the time of 
writing may not b e t rue a t t he t ime of reading. T he l andscape ha s a ltered 
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signifi cantly over the past couple of de cades from a terrain dominated by list- 
brokers sp ecializing i n su pplying l arge d irectories to d irect ma rketers a nd 
credit bureaus specializing in information intended mainly for fi nancial insti-
tutions. Omnibus providers have, to some extent, usurped both functions as 
they have acquired or merged with specialized information providers and one 
another. For example, eFindOutTheTruth .com also owns OnlineBackground 
Checks .com, C ellularPhoneRec ords.com, a nd ema ilbreaks .com; 1 800Who 
Where .com is affi  liated with PeopleFind .com and PeopleOfAmerica .com; and 
Addresses .com i s pa rt o f a c onglomerate i ncluding I ntelius .com, I AF.net, 
BackgroundRecordFinder .com, P ublicRecordFinder .com, a nd 99 Lists .com 
(Privacy Rights Clearing house/UCAN 2006).

Omnibus p roviders s ometimes r espond to e xisting n eeds b ut a t o ther 
times function as consumer product developers, creating information prod-
ucts that they market mostly to institutions but sometimes to individuals 
as well. Although the vast repository of public and court rec ords is a major 
source of the information they harvest, they also aggregate credit histories, 
insurance histories, directories, consumer rec ords, and Social Security num-
bers en ma sse. T hey have c arved out a d istinctive ma rketplace i n p ersonal 
information and information products. While this industry is l ikely  here to 
stay, it draws the attention and fi re of privacy advocates, academics, and legis-
lators who would like to see it scrutinized and reigned in (Solove 2002b; Hoof-
nagle 2004). The following is a snapshot of some of the major omnibus pro-
viders t aken f rom s elf- portrayals o n t heir r espective W eb si tes a s w ell a s 
drawn from accounts in the pop u lar media and academic literature.

Acxiom Corporation
Headquartered in Little Rock, Arkansas, Acxiom is a multinational company 
operating i n Eu  rope, A ustralasia, C hina, a nd L atin A merica. It  a dvertises 
many d iverse p roducts a nd s er vices, c haracterized o n i ts Web si te a s “cus-
tomer i nformation ma nagement s olutions.” I n t he U nited St ates, A cxiom’s 
Infobase, for example, contains “multi- source data coverage” on 111 m illion 
house holds and 176 million individuals, including demographics, home own-
ership, purchase behavior, and “lifestyle,” in what it claims is the “largest col-
lection of U.S. consumer and telephone data available in one source,” ideal for 
direct marketing (Acxiom Corporation 2007a). Specifi cally, it provides “socio- 
economic and life- style data,” e-mail lists, phone numbers appended to names 
and addresses, and “predictive and descriptive” models that promise to target 
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 house hold “decision makers” and “eliminate unresponsive  house holds.” An-
other product, Personicx, places each (my emphasis) U.S.  house hold into one 
of twenty- one “Life Stage Groups” and seventy segments “based on the house-
hold’s s pecifi c c onsumer a nd demog raphic c haracteristics” f or t he p urpose 
of predicting and guiding action (Acxiom Corporation 2007b).

In addition to information on consumers geared to marketers, Acxiom of-
fers what it calls “Risk Mitigation” ser vices in a mission “to Protect America.” 
This off er is extended to “skip tracers” (whose occupation is locating missing 
persons, t ypically, who have skipped ba il) and collection agencies, at whose 
disposal it places “vast amounts of data” and “sophisticated technology” for 
insight into debtor accounts. To law enforcement agencies, law fi rms, investi-
gators, a nd c orporate f raud de partments, t he c ompany off ers help t racking 
down suspects, witnesses, and assets. Its ser vices include assistance in screen-
ing people for “personal, workplace, community, and national security” pur-
poses. Acxiom claims access to information on almost all Americans, including 
sensitive information, “as allowed by law,” “FCRA- compliant reports includ-
ing but not limited to criminal record checks, credit reports and driving rec-
ords, i n c ombination w ith o thers suc h a s pa st em ployment, e ducation a nd 
professional license verifi cation” (Acxiom Corporation 2006). It identifi es po-
tential customers, locates criminals, pinpoints criminal rec ords, and accesses 
other “vital” information needed for fraud prevention pro cesses. Close inspec-
tion reveals that much of what is off ered in areas of risk mitigation is derived 
from public rec ords.

ChoicePoint, Inc.
ChoicePoint has done more than any other company to d raw pop u lar atten-
tion to t he existence of the omnibus information sector. In February 2005 it 
admitted to inadvertently having sold personal rec ords to identity thieves. In 
January 2006 t he Federal Trade C ommission a nnounced a s ettlement w ith 
ChoicePoint in which the company paid a total of $15 million in penalties and 
consumer redress and publicly acknowledged that rec ords on more than 
163,000 individuals had been sold to criminals posing as legitimate custom-
ers. According to law enforcement offi  cials, at least 800 c ases of identity theft  
had resulted (Federal Trade Commission 2006).

Headquartered in Alpharetta, Georgia, ChoicePoint claims to be a g lobal 
leader in the information ser vice industry. Established in 1997 when it broke 
away from Equifax, one of the largest credit reporting agencies in the United 
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States, ChoicePoint initially positioned itself as an information broker for the 
insurance industry. In 2005 they claimed that at least 99 percent of U.S. in-
surance companies participated in their program; members pool information 
about customers in ChoicePoint’s databases a nd in exchange t hey are g iven 
access to this pooled data. Since its inception, ChoicePoint has extended its 
range beyond insurance to other businesses in the private and public sectors 
by steadily acquiring more than sixty other information collection and tech-
nology companies and thus absorbing their data, their technology, and their 
customer bases. C hoicePoint advertises i ts a bility to i ntegrate i nformation 
from a wide variety of sources (with “unmatched coverage”) and to analyze it 
in ser vice of wide- ranging interests. It is the “one stop shop” of the information 
ser vice industry. One advertised product, “The MarketViewSM,” aimed at di-
rect marketers, claims to provide “coverage, depth, and accuracy on more than 
210 million consumers” (ChoicePoint 2006c). Like Acxiom, it off ers screening 
ser vices, pre- employment and tenant screenings that search public and crimi-
nal rec ords, employment and education verifi cation, credit histories, histories 
of automobile and home insurance “losses,” Social Security number verifi ca-
tion, drug testing, personality testing, attitude assessments, and biometrics. 
ChoicePoint advertises a third family of ser vices, identity verifi cation, which 
uses a variety of approaches and mechanisms including information, passwords, 
digital certifi cates, answers to u nique questions, and biometrics. In addition 
to general screening ser vices, it off ers individual customers credentialing in-
formation about healthcare providers, including their degrees, areas of prac-
tice, and lawsuits fi led against them.

ChoicePoint off ers its ser vices to g overnment agencies, targeting a c lient 
pool of local, state, and federal law enforcement groups including the Federal 
Bureau of Investigation, the Drug Enforcement Agency, and the Department 
of Home land S ecurity. C hoicePoint l ists i ts na tional c riminal fi le, Social 
 Security screen, sex off ender search, county criminal search, f ugitive t rack-
ing, money laundering, and identity verifi cation as solutions for the special-
ized needs of l aw en forcement a nd s ecurity. AutoTrackXP i s one of s everal 
products o ff ered specifi cally to g overnment s ecurity a nd l aw en forcement 
agencies that promises access to huge volumes of information extracted from a 
diverse array of public and proprietary rec ords, integrated for security related 
needs. According to t he Web site, AutoTrackXP off ers “more than 17 billion 
current and historical rec ords on individuals and businesses. . . .  With as little 
as a na me o r S ocial S ecurity n umber, u sers c an c ross- reference p ublic a nd 
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proprietary rec ords including identity verifi cation information, relatives and 
associates, corporate i nformation, real property rec ords, deed t ransfers a nd 
much more” (Hoofnagle 2004, 2005; ChoicePoint 2006a, 2006b).

First Advantage Corporation
Headquartered in St. Petersburg, Florida, First Advantage is part of the Lexis-
Nexis Group, a g lobal information ser vice company based in New York City 
and known in academic and legal circles for its vast online repository of legal 
publications, p ublic a nd c ourt r ec ords, l aws, n ews p ublications, a nd p erio-
dicals. F irst A dvantage sp ecializes i n em ployment s creening; t heir fl agship 
product, H ireCheck, p romises “ risk m itigation” b y ma tching a c andidate 
against at least nineteen rec ords systems, including criminal rec ords, credit 
reports, prior employment reports, rec ords of substance abuse, vehicle license 
reports, a nd others. According to i ts Web si te, i t provides t hese s er vices i n 
over si xty c ountries ( First A dvantage C orporation 2 004). I t a lso off ers an 
 array of personal information ser vices to fi rms in the fi nancial sector, insurance 
companies, marketers, medical providers, collection agencies, government and 
law en forcement, a nd more. I ts pa rent c ompany, L exisNexis, advertises t he 
capacity to authenticate identity, assess fi nancial risk, screen applicants, assess 
customer r isk, verify education, a nd counter f raud, including insurance a nd 
healthcare claims and mortgage and credit appl ication f raud. Explicit about 
the “advanced analytics” it off ers on “ in depth data,” LexisNexis, l ike many 
other companies in this sector, is coy about sources f rom which this data is 
drawn. We learn only that it trawls “vast databases of public rec ords and non- 
traditional data,” “targeting and contact information,” “comprehensive public 
and private databases,” and “consumer rec ords” (LexisNexis 2007).

The burgeoning omnibus information industry is evidence of a spiral-
ing feedback loop: the availability of vast repositories of digitized rec ords of 
personal information spurs demand in all walks of life, demand spurs fur-
ther supply, and so on. This industry ser vices, promotes demand, and sup-
plies p ools o f i nformation w ith h ighly f ocused p roducts a nd ma rkets. By  
scouring t he el ectronic en vironment f or r ec ords o f p ersonal i nformation, 
these companies add v alue to t hem in various ways, sometimes simply ag-
gregating and packaging them for easy access and retrieval, and other times 
analyzing or mining them for off erings they believe to be valuable for poten-
tial customers. The four companies showcased  here, though large and highly 
visible, are by no means unique and the above sketches are intended merely 
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as a momentary impression of an extensive landscape that is evolving con-
tinuously and rapidly.

Conclusion

In this chapter, my aim has been to survey a family of systems and practices 
that are based on the capacity to aggregate personal information in computer-
ized databases and to subject this information to a host of analytic probes. Cap-
turing and analyzing personal information has provoked anxiety over threats 
to privacy and remains a source of ongoing complaint, protest, and re sis tance. 
Omnibus information providers, prominent actors in the burgeoning infor-
mation sales and ser vice sector, are merely one manifestation of these systems 
and practices. Others make up in variety and volume what they lack in sa-
lience; t hat i s, i nnumerable i nformation s ystems h olding a nything f rom a 
single data point to a de ep profi le on each one of us. It would be incorrect to 
suggest that a ll these information repositories, or even most of them, worry 
us; we even welcome and seek a presence in many of them.

To e stablish w hich s ystems a nd practices should a nd do c ause a larm, i t 
seems t hat p rinciples i dentifi ed i n t he C ode o f F air I nformation P ractices 
 remain a useful guide. Generally, people are unnerved to discover they are 
“known” w hen t hey enter w hat t hey b elieve to b e a n ew s etting; we d islike 
having information about ourselves divulged out of context; we feel indignant 
when others know more about us than we want them to or when they draw 
unjustifi ed conclusions about us; we enjoy sometimes escaping the demands 
of everyday life; and we do not like being surprised at knowledge others have 
about us. To be sure, none of these anecdotally recorded likes and dislikes can 
rise to t he level of justifi ed claims without detailed argument. To the extent 
they refl ect p op u lar s entiment, however, t hey r eveal t he que stions we w ant 
answered by those who store and use information about us: What informa-
tion do you have? From where did you get it? To whom do you give it, for what 
purposes, and under what conditions? Clear answers to these and other ques-
tions seem important to judgments whether privacy is threatened or violated; 
yet they are oft en not off ered, and more oft en not off ered clearly.
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3  Capacity to Spread and Find 

Everything, Everywhere

AS DISCUSSED IN CHAPTERS 1 AND 2, ENHANCED POWERS TO 

gather a nd s tockpile i nformation ha ve y ielded s ocio- technical 
practices oft en experienced as threats to privacy. The subject of this chapter is 
a third cluster of systems and practices that are also contributing to a sense of 
privacy’s precarious place a mong societal values. As w ith t he previous t wo, 
this c luster i s ba sed o n d igital i nformation te chnologies; h owever, i n t his 
case, it draws mostly on the extraordinary surge in powers to communicate, 
disseminate, distribute, disclose, and publish— generally, spread— information. 
Powerful new capabilities have yielded a continuous fl ow of systems and prac-
tices t hat c hallenge e xpectations a nd vex our u nderstanding of t he s ources 
and extent of their threat to privacy. Consider, for example, a couple of such 
cases that have garnered public attention.

Street Vi ew i s a u tility o f G oogle Maps , w hich w as p ublicly a nnounced 
in  May 2007. As described by Google, Street View off ers 360- degree photo-
graphic “ streetscapes” t hat a llow u sers to “ explore n eighborhoods a t s treet 
level— virtually” (Google 2007). Users can control its photographic images by 
panning 360 degree vistas and progressing along them as if strolling or driv-
ing down a road. What is causing the greatest glee and consternation and at-
tracting the public spotlight is a feature that allows users to zoom in and out 
of par tic u lar views. Because the images  were photographed in real time, these 
magnifi cations sometimes yield personally identifying close- ups of people and 
their possessions. Already infamous are images of women students sunbathing 
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on t he Stanford campus, a ma n leaving a Ma nhattan s trip c lub, a nd a ma n 
smoking on his balcony, as well as many clearly visible vehicle license plates 
(Schroeder 2007). Ironically, these and other images  were further publicized 
by t heir p lacement o n Web si tes e xpressing v ociferous ob jections to St reet 
View. Critics say that Street View violates privacy; Google denies this on 
grounds that only public places have been photographed and placed online.

A v ery d iff erent i llustration i s a p roject u ndertaken b y a ma n na med 
George Bell, who decided to digitally archive and record everything in his life, 
beginning a s f ar bac k a s h e c ould a mass ma terial a nd c ontinuing i nto t he 
present d ay a nd c ontinuing i nto t he f uture. B ell, a n eng ineering f ellow a t 
 Microsoft , i s one of t he v isionary developers of foundational computer a nd 
networking technology, including the Internet. As recounted in a New Yorker 
story (Wi lkinson 2007), B ell’s e xcruciatingly de tailed d igital s crapbook i n-
cludes regular sound recordings of conversations with others as well as snap-
shots t aken b y a sma ll c amera w orn a round h is n eck t hat a utomatically 
photographs p eople w hen t hey v enture c lose en ough to t rigger a n i nfrared 
 sensor. W hat B ell w ill do w ith t hese p hotographs a nd c onversations, c ur-
rently stored in a digital archive along with all his other rec ords, raises ques-
tions about privacy, particularly in light of the possibilities he has considered 
such as making them into a movie, posting them on blogs, and making them 
available to arbitrary viewers, including the author of the New Yorker article. 
One might wonder whether any of these uses are problematic; for example, it 
seems that posting photographs and conversations on a blog violates privacy 
more than, say, allowing friends and family to see and hear them.

These t wo cases have several t hings in common. Both involve mundane 
activities and practices— snapshots and scrapbooks— that appear to undergo 
moral transformation as they enter the realm of the digital, and their avail-
ability on global networks provokes moral indignation and queasiness. What 
it is about these cases and others like them that provokes moral indignation is 
a question we take up in chapters 4 through 9. For the remainder of this chap-
ter, I focus on the medium of the Internet and World Wide Web. These media 
aff ord unpre ce dented capacities to communicate, distribute, and publish, en-
hanced by matching capabilities to or ga nize, search, and fi nd. Such capabili-
ties demand a reexamination and refi nement of what it means to disclose or 
not to disclose something. The Internet and Web are not the only radical en-
hancements to o ur capacities to d isseminate i nformation, but t he degree to 
which they saturate the lived experiences of so many people in so many parts 
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of t he g lobe ma ke t hem a su itable t arget of a nalysis. C ellular networks not 
only c onstitute a nother w idespread, p owerful me dium f or d isseminating 
and  communicating i nformation, p articularly i nformation t hat i ncludes a  
subject’s concurrent location (or “geo- positioning”), but amplify these powers 
on the Web through applications, such as Twitter, which create seamless in-
terfaces between the two.

Following on the themes raised by the brief examples above, I turn now to 
two controversial cases in which generally positive capacities of information 
technologies have r aised g enuinely ha rd que stions a bout privacy, a nd well- 
meaning protagonists struggle to articulate principles to achieve balance 
among important values. One is the case of whether public rec ords ought to 
be placed on the Web; the other is social media, specifi cally social networks, 
that provide access to personal images and information that participants place 
online a s a ma tter o f c ourse. A lthough b oth c ases ha ve g rown su ffi  ciently 
broad in scope and complexity to w arrant dedicated books and articles, the 
discussion  here is necessarily brief, specifi cally highlighting how the eff ects of 
enhanced c apacities to p ublish a nd d isseminate d isturb s ettled s ocial prac-
tices and raise concerns over privacy.

Public Rec ords Online

Public r ec ords a re g overnment r ec ords a bout i ndividuals t hat a re o pen to 
public inspection without restriction. These rec ords, created at federal, state, 
and local levels of government beginning in the late nineteenth century, have 
evolved r apidly si nce t he m id- twentieth c entury ( Solove 2 002a, 1142– 1143). 
Public rec ords cover a w ide range of information, refl ecting an equally wide 
range of transactions with government at all three levels. While some rec ords, 
such a s b irth r ec ords, i nclude a ll i ndividuals i n a c onstituency (most o ft en 
citizens), others i nclude only t hose who have enga ged i n pa r tic u lar t ransac-
tions w ith g overnmental a gencies, suc h a s i ndividuals s eeking w elfare. O f 
greatest salience are “vital rec ords,” which include birth, death, marriage, and 
divorce r ec ords. O ther t ypes i nclude l icensing r ec ords, w hich mos t c om-
monly r elate to t he o peration a nd o wn ership o f v ehicles, b ut a lso r elate to 
professional practice. The government rec ords and makes public information 
about home and other property own ership, voter registration, tax rolls, immi-
gration, and arrests. In addition, public rec ords can reveal details about peo-
ple’s personal lives, including name, current address, date and place of birth, 
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parents’ names, certain medical conditions, aspects of their appearance, em-
ployment status and qualifi cations, and property own ership information, in-
cluding location, features, and price.

With a few exceptions, court rec ords of both civil and criminal cases are 
also part of the larger class of public rec ords and contain a great deal of per-
sonal information. Beyond the details of the cases themselves, these rec ords 
incorporate basic identifying information such as name, address, phone num-
ber, birth date, and so forth. In addition, these rec ords may divulge medical 
conditions, lifestyle choices, intimate activities, fi nancial status, work per for-
mance, religious and po liti cal commitments, and psychological conditions of 
plaintiff s, defendants, and others involved in a case. But personal information 
contained in court rec ords is not l imited to i nformation about protagonists; 
it  may a lso c over i nformation g leaned f rom j urors a nd memb ers o f j ury 
pools during the checking- in pro cess or by their answers to voir dire ques-
tions (Barber 2006).

Of course, government holdings extend well beyond public rec ords to 
 include, for e xample, rec ords of i ndividual t ax returns held by t he I nternal 
Revenue Ser vice, rec ords amassed by the Census Bureau, and classifi ed fi les 
generated by law enforcement and national security agencies. Governed by a 
complex s ystem of laws a nd regulations, t he de gree of t heir ac cessibility i s 
generally de termined b y t wo r egulatory r egimes e xerting f orce i n o pposite 
directions. One, s temming f rom t he 1966 F reedom of I nformation Act, de-
fi nes pa ram e ters for creating open access by individuals and nongovernmen-
tal organizations to rec ords of a ll governmental activity, not only rec ords of 
personal information. The other, stemming from the 1974 Privacy Act, con-
strains disclosure of personal rec ords held by agencies of the federal govern-
ment to other agencies, organizations, and individuals. Public rec ords emerge 
out of a balancing of principles underlying these two statutes: on one hand, a 
prohibition on disclosure of information following principles of fair infor-
mation practices embodied in the Privacy Act, and on the other hand, with 
the d etermination o f w hat p ersonal inf ormation i s n eeded t o m aintain a n 
open government and to provide citizens with the capacity to understand the 
workings of government and assure a well- functioning democracy. Court rec-
ords, a subcategory of public rec ords, are nevertheless governed by specialized 
statutes and regulations and are overseen by their respective courts.

Until the rise of digital technologies, public rec ords  were maintained in ma-
terial form (typically pap er) a nd d ispersed i n c ourt houses a nd v arious ot her 
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federal, state, county, and municipal government buildings. Although access 
to these rec ords in principle is supposed to be unconditional, in practice, vari-
ous constraints may be imposed by a combination of physical limitations (as 
basic as hours of operation) and conditions on access, such as identifi cation 
requirements, which vary across jurisdictions (Solove 2002a). The variations 
in t he governance of public a nd c ourt rec ords i s a sp rawling topic t hat l ies 
beyond the scope of this discussion. For our purposes, however, it is impor-
tant merely to acknowledge that public rec ords are ubiquitous, comprehen-
sive, widely dispersed, and dispensed according to a complex and variable set 
of laws and regulations determined as much by historical and material con-
tingency as by systematic, principled deliberation.

One can mark the impact of digital media on public rec ords in two phases. 
First, the transfer of paper rec ords to computerized databases made it enor-
mously more effi  cient to access rec ords in bulk, although it was still necessary 
to fi nd a me ans of d istribuing t his material f rom its original holding place, 
such as a court building, to its desired destination. Even in this initial phase, 
it was clear that the form of distribution was signifi cant. In Higg- a-Rella, Inc. v. 
County of Essex, for example, a company whose business was selling munici-
pal tax assessment data requested tax assessment data on all municipalities in 
the county on computer tape, the format in which it had b een stored. Essex 
County refused. Ultimately, the New Jersey Supreme Court ruled in favor of 
Higg- a-Rella, but noted in their decision that the medium does matter:

We remain committed to providing citizens with con ve nient and effi  cient pub-
lic access to government information. Nonetheless, we recognize that the tra-
ditional rules and practices geared towards paper rec ords might not be appro-
priate for computer rec ords. Release of information on computer tape in many 
instances is far more revealing than release of hard copies, and off ers the po-
tential for far more intrusive inspections. Unlike paper rec ords, computerized 
rec ords c an b e r apidly re trieved, s earched, a nd re assembled i n no vel a nd 
unique w ays, not p reviously i magined. For e xample, do ctors c an s earch for 
medical- malpractice claims to avoid treating litigious patients; employers can 
search for workers’- compensation claims to avoid hiring those who have pre-
viously fi led suc h c laims; a nd c redit c ompanies c an s earch f or o utstanding 
judgments and other fi nancial data. Thus, the form in which information is 
disseminated can be a factor in the use of and access to rec ords. (Higg- a-Rella, 
Inc. v. County of Essex, 1995, Sec. IV)
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In other words, more than ten years ago, well before the push to make public 
rec ords ac cessible online, c ourts recognized t he w ays i n w hich a me dium of 
storage and pre sen ta tion makes a diff erence to what is revealed, even if, in some 
sense, the content remains unchanged. It is unfortunate that we have not seen 
greater attention given to the implications of this insight at large- scale policy 
forums.

The second phase began with government agencies seeking an online pres-
ence through such initiatives as e-Government, which are intended to f acili-
tate and streamline interactions between citizens (and residents) and all levels 
of government. These initiatives not only enable people to conduct transac-
tions such as fi ling tax returns and paying traffi  c fi nes via government spon-
sored Web sites, they a lso provide online access to g overnment ser vices and 
information about those ser vices. As part of this initiative, government offi  ces 
began systematically placing public rec ords online and the courts sought to 
follow suit with their rec ords. Prior to the transition to electronic storage and 
online access, the eff ort required to v isit distinct locales and acquire rec ords 
one batch at a time made it a cumbersome business. As more and more public 
agencies place rec ords online, however, seekers are able to r etrieve informa-
tion from myriad locales without leaving their desks. As a consequence, inter-
ested pa rties, f rom jo urnalists a nd i nformation b rokers to i dentity t hieves 
and stalkers, are availing themselves of these ser vices.

Similar to the issues discussed in previous chapters, the ones arising  here 
also force us to add ress moral and po liti cal concerns raised by systems and 
practices transformed by the adoption of new technical media. Why should 
online dissemination of public rec ords raise new and distinctive privacy prob-
lems? One might argue that they do not— that there is no signifi cant change 
save gains in effi  ciency a nd t hat t hose agencies a re merely providing better, 
more effi  cient access to rec ords that  were already freely available. Others dis-
agree, off ering v iews t hat refl ect concerns similar to t hose expressed by t he 
court i n Higg- a-Rella: d iff erent me dia me an d iff erent mo des o f a vailability 
and signifi cance of information, in turn posing diff erent t hreats to p rivacy. 
Holders of t his v iew argue t hat because placing rec ords online ma kes t hem 
more public than before and, at times, more public than they ought to be, ac-
cess c onditions n eed to b e r evisited a nd s trengthened (e.g., G ellman 1995; 
 Solove 2002a; Barber 2006). Despite the fact that a c learly articulated ratio-
nale for t his d iff erence ha s not been u niformly adopted, t he i ntuitive sense 
that online placement makes a morally relevant diff erence is strong.
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In another case decided by the New Jersey Supreme Court, this intuition is 
given e xplicit v oice. T he c ase i n que stion, Do e v . P oritz ( 1995), c hallenged 
“Megan’s Law,” which requires certain convicted sex off enders to register with 
local authorities and, for those off enders considered a h igh risk, community 
notifi cation. The court upheld the law while at the same time admitting that 
community not ifi cation does encroach on privacy interests. Although it ac-
cepted the argument that individuals have no reasonable expectation of pri-
vacy with regard to attributes such as name, address, appearance, and even 
fi ngerprints (section VI), the court decision seems to allow that disclosure of 
such information in the context of a list of convicted sex off enders does impli-
cate privacy interests. “An individual’s interest in controlling the dissemina-
tion o f i nformation r egarding p ersonal ma tters do es n ot d issolve si mply 
 because that information may be available to t he public in some form” (U.S. 
Department of Defense v. Fair Labor Relations Authority 1994, 500). Although 
Doe v. Poritz does not itself raise questions about online access to sex off ender 
rec ords, in anticipation of t he conundrum raised by changing modes of ac-
cess, the court cited fi ndings from another case:

The Court therefore found a v ast diff erence between the public rec ords that 
might be found aft er a diligent search of court house fi les, county archives, and 
local police stations throughout the country and a computerized summary lo-
cated in a single clearing house of information. Government dissemination of 
information to w hich t he public merely h as ac cess t hrough v arious s ources 
eliminates the costs, in time, eff ort, and expense, that members of the public 
would incur in assembling the information themselves. Those costs, however, 
may severely l imit the extent to w hich the information becomes a m atter of 
public knowledge. (1995, Sec. 6)

Aft er acknowledging that the mode of access makes a material diff erence, the 
court nevertheless concluded that an incursion on privacy is justifi ed, in these 
circumstances, by the need to protect signifi cant public safety interests.

Worries a bout t he p lacement of public rec ords online a nd t he t hreats i t 
poses to p rivacy have generally gone unheeded. There are some exceptions, 
such as in the case of drivers’ rec ords in which full and unconstrained access 
to public rec ords was partially revoked (Drivers Privacy Protection Act 1994), 
but these actions  were triggered by other incidents and not directly by a move-
ment of these rec ords to the Web. Another insight that seems to have had little 
impact on the general course of policy and practice is the one off ered by the 
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court in Doe v. Poritz noting the importance of context of appearance in the 
judgment of whether a privacy interest has been curtailed.

Issues raised by the placement of court rec ords online, including but not 
limited to privacy, have been evaluated more systematically by presiding au-
thorities (courts and judges), legal scholars, and public interest advocates who 
continue to grapple with them within individual jurisdictions and in conver-
sation w ith one  a nother a cross ju risdictions. A lthough t here i s pre ssure t o 
provide o nline ac cess to r ec ords, t here i s n o a utomatic p resumption t hat a 
guaranteed right of access to rec ords in their entirety is equivalent to a guar-
anteed r ight o f ac cess online. Gr ayson B arber, a n e xpert on t he subject o f 
privacy interests in public rec ords and appointed in 2006 to serve on the New 
Jersey Su preme C ourt Sp ecial C ommittee o n P ublic A ccess to C ourt Re c-
ords, supports such caution against making court rec ords “radically public,” 
observing t hat t hey c ontain i nformation ma ny r egard a s “ exquisitely p er-
sonal” such as social security numbers; income and business tax returns; 
child support a rrangements; home add resses of l itigants, w itnesses, a nd ju-
rors; p hotographs de picting v iolence a nd de ath; t he na mes, add resses, a nd 
phone numbers of w itnesses i n criminal c ases; medical a nd health rec ords; 
psychological evaluations; and more (Barber 2006). The general sense is that 
 wholesale online “dumping” of court rec ords is inadvisable, but beyond this 
there is considerable variability across the nation not only in what degree of 
access is granted and restricted but in what curtailment procedures work best. 
Some procedures provide for routine blackouts on certain types of informa-
tion, others provide procedures for lawyers on either side to fi le for the closing 
of rec ords, others maintain open rec ords but provide selective access to them; 
for example, allowing journalist access but relying on their professional dis-
cretion to emba rgo p ublication o f pa rticularly s ensitive i tems (Wi nn 2004, 
2008).

Social Networks and Privacy

The unpre ce dented degree of accessibility provided by the inclusion of pub-
lic rec ords i n t he d igital i nformation i nfrastructure promises g reat utility 
while raising disturbing questions about threats to privacy and consequent 
harms. While it is true that there are good reasons for providing public ac-
cess, the degree of accessibility off ered by the Web seems to alter the terrain 
in s ignifi cant w ays. M ixed r eactions to t he b urgeoning u niverse o f s ocial 
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networking sites have been strikingly similar in orientation— excitement 
tempered by  wor ry— despite t he s ignifi cant diff erences in  d omain, f unc-
tionality, and purpose.

Social networking si tes constitute a sub domain of t he l arger s ocial s oft -
ware ecosystem, frequently called Web 2.0, a loose class of Web sites dedicated 
to c reating a nd ma intaining s ocial t ies, g roups, a nd n etworks. I nterpreted 
broadly, this includes individual blogs, blog hosting ser vices like Blogger and 
LiveJournal, dating ser vices, and collaborative wikis— that is, Web sites whose 
underlying (wiki) soft ware facilitates creation and collaborative editing of con-
tent. For the most part, however, Web 2.0 is associated with communal gath-
ering spots or social networks such as Friendster, MySpace, Facebook, Orkut, 
LinkedIn, Flickr, YouTube, Piczo, Xanga, and many more. Characteristically, 
social soft ware enables individuals, even those with moderate technologi-
cal f acility, to e xpress t hemselves o nline b y p osting o pinions, i nformation, 
images, photos, music, a nd l inks to o ther users. A nother feature f requently 
included in these sites is a reputation assessment utility allowing participants 
to evaluate the quality or per for mance of the ser vice provided by the site or 
each others’ contributions. The form and governance of these sites varies tre-
mendously in terms of what content can be posted, by whom, and how; whether 
sites a nd n etworks a re o pen o r ac cessible b y i nvitation o nly; w hether l arge 
(MySpace has over 120 m illion accounts) or intimate; and whether oriented 
around politics, hobbies, interests, content sharing and creation, or general-
ized socializing.

At least three diff erent types of privacy issues have arisen in the context 
of social network sites. In one, the typical sequence begins with individuals 
posting information about t hemselves; later, when t his information is d is-
covered, it gets them into trouble. A spate of these cases has been reported 
in the pop u lar news media: a family is angered and upset when their daugh-
ter, a Brandeis student, mentions smoking marijuana on her Facebook pro-
fi le (Schweitzer 2005); a m iddle school student is investigated because of a 
threat to k ill a c lassmate he posted on MySpace (Mehta 2006); job a nd in-
ternship applicants are ruled out of consideration due to risqué postings on 
Facebook (Finder 2006). A long si milar l ines, bl oggers have b een fi red for 
posting critical or t roubling comments about their places of work. For ex-
ample, R achel Mosteller wa s fi red f rom t he D urham Herald- Sun for  c riti-
cal comments written pseudonymously; Heather B. Armstrong, a Web de-
signer, was let go for writing about her workplace and colleagues; and Ellen 
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Simonetti, a Del ta fl ight a ttendant, w as fi red f or p osting a p hotograph o f 
herself in uniform aboard an empty plane (Joyce 2005). A particularly lurid 
case involved Jeremiah Love, a police offi  cer in Wichita, Texas, who was sus-
pended from his job for posting graphic pictures of dismembered women on 
his MySpace page and listing his profession as super hero/serial killer (Love 
defended himself, saying h is intentions  were humorous) (Associated Press 
2006). Cases like these, whether mentioned in dinner party patter or in the 
hallways of academic conferences, are frequently off ered as evidence that 
“young p eople” n o l onger c are a bout p rivacy— in my v iew, a g rossly m is-
taken conclusion.

A second type of privacy issue emerging from social networks is raised by 
the near- universal practice of posting content about others on one’s Web page. 
One colorful instance that predated the upsurge of social networks but raised 
similar questions involved Web postings of identifi able images of Prince ton 
undergraduate s tudents s treaking i n t he s o- called N ude Oly mpics. ( In t he 
Nude Olympics, a tradition started in the 1970s and banned by the university 
in 1999, undergraduate students streak on campus aft er the fi rst snowfall of 
each season; see Stone 1999; Kubik 2001). In the contemporary landscape of 
social networks, perhaps the clearest illustration of this issue is the countless 
tagged images posted on such sites such as Flickr and Facebook, captured and 
posted with or without knowledge or consent. Less direct than the details that 
are revealed in tagged images is information that is directly and inadvertently 
shared when subjects list their friends, send them birthday greetings, or write 
about i ncidents i nvolving o thers. Suc h r evelations a re n ot mer ely c areless 
oversights; they are intrinsic features of social networking sites and very likely 
part of the attraction (Grimmelmann 2008). Photographs, stories, and anec-
dotes a lso c an b e p osted on blogs a nd open d iscussion b oards, w hich have 
come to s erve as mutated proxies for personal d iaries and private conversa-
tions among closed circles of friends and acquaintances.  Here, too, we are re-
minded of Samuel Warren and Louis Brandeis’s refrain— technology enabling 
the exposure of previously closeted aspects of life.

Some of the points considered above come together in a closer look at one 
online social environment, Facebook. Created in 2004 by undergraduates at 
Harvard, it spread quickly to v irtually all universities and four- year colleges 
in the United States and many worldwide. Facebook enabled students to post 
profi les of themselves with photographs and personal information such as aca-
demic major, club membership, hobbies, and likes and dislikes that one might 
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share w ith new acquaintances and f riends. The various mechanisms for ac-
tive  socializing a re c ompelling f or ma ny pa rticipants. T hey a llow o ne to 
browse other pages, link to other profi les, and “poke” others (or virtual fl irt-
ing), w hich i s n ot si mply v isiting b ut l etting o thers k now yo u ha ve v isited 
their profi les. In 2005 Facebook expanded into high schools and in 2006 it 
opened up to anyone with a work e-mail address. In 2007 it became available 
to everyone.

Facebook quickly attracted widespread interest, some of it quizzical, in-
cluding questions about what it might augur for privacy. According to Mark 
Zuckerberg, the found er of Facebook, privacy had been duly considered in its 
design, allowing members to control exactly who sees what. Early on, mem-
bership restrictions imposed natural limits on whom one might expect to be 
“roaming about” (since much information was available to only people in a 
student’s n etwork, o r u niversity/college), b ut b eyond t his, memb ers c ould 
adjust settings on their profi les to selectively allow or prevent access. Zucker-
berg e xpressed Facebook’s s trategy i n t hese ter ms: “ I t hink t hat w here w e 
come out is that you always want to give people control of everything” (Cas-
sidy 2006, 59).

This disavowal suggests that Facebook’s creators anticipated some of the 
privacy worries raised earlier, assuming one accepts control, in this sense, as 
providing the tools necessary for assuaging these worries. Even so, two Face-
book features bear mentioning. One is tagging, which, as noted earlier, allows 
users who post photographs to tag them with the names of people in the pho-
tograph (and creates a link to their profi les if they have one). Those who hap-
pen to learn they have been tagged can choose to delink their profi les but 
cannot r emove t he p hotograph en tirely. T he o ther, adde d i n 2 006, i s t he 
“News F eed” f eature, w hich a utomatically a nd c onspicuously d isplays a ny 
changes that members make to t heir profi les on the home pages of everyone 
in their social network. The storm of protest following the launch of this fea-
ture took Facebook’s management by surprise. They could not see the sense in 
this outrage. Why, they wondered, are users incensed by a novel pre sen ta tion 
of the very same information they have a lready made a vailable to t heir net-
work of friends? (Schmidt 2006).

Facebook’s News Feed and tagging features raise similar puzzles in rela-
tion to privacy as those we encountered with Google’s Street View, the place-
ment of public rec ords online, and blogging one’s life experiences on the Web. 
In support of these activities, some argue that since none of them off ers new 
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information beyond what is already “out there,” there can be no privacy prob-
lem. But consistent and widespread patterns of indignation and worry should 
be evidence enough that something about these new modes of publication and 
dissemination i s worth f urther i nvestigation. W hy, i f i nformation i s  already 
“out there” in some sense, is it problematic when it is “out there” in another 
place? No one is likely to disagree that public rec ords online and Facebook’s 
News Feed a lter t he degree of “public- ness” or exposure. T he d isagreement 
seems to be about what conclusions should be drawn from the consternation 
they engender in so doing.

I sha re t he en thusiasm o f ma ny p roponents o f t he I nternet a nd World 
Wide Web who have praised its capacity to give voice to individuals and seg-
ments o f s ociety t ypically u nheard u nder t he r egimes g overning p revious 
communications and broadcast media. It would not make sense to su ppress 
these capacities. Solutions we seek should be suffi  ciently fi ne- tuned to the de-
mands of privacy while doing as little as possible to c urtail the communica-
tions capacities of t he Internet and Web, not to s tifl e but carefully to d irect 
and divert the fl ows.

Interactions

The third privacy issue raised by social networks is diff erent from the fi rst two 
in that it is driven not only by radical shift s in the capacity to share and dis-
seminate i nformation but a lso relies on c apacities to mo nitor a nd t rack (as 
discussed in Chapter 1). This chapter and the previous two have provided a brief 
survey of technology- based activities and practices contributing to a growing 
sense that privacy is “under assault” (Miller 1972). These chapters do not re-
fl ect t hree d istinct g roupings of te chnologies a nd practices, but s erve a s a n 
analytic f ramework f or o r ga niz ing a n o therwise ba ffl  ing a rray. T he f rame-
work is based on distinct, salient characteristics t hat may inhere in a si ngle 
system with the potential for a v ariety of interactions. Systems that monitor 
and track (such as keystroke monitoring systems, swipe entry systems, radio 
frequency i dentifi cation s ystems, a nd cl ick stream t racking s ystems) f re-
quently incorporate computerized databases at the backend, where captured 
information (like keystroke frequencies, entry and egress, movement, and Web 
browsing habits) is stored. These systems may also include analytic tools, al-
lowing users to c hart patterns and draw inferences. The ubiquitous camera-
phone, another case in point, is a source of anxiety not only because it snaps 
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away but because the images it captures oft en wind up online. And amidst the 
buzz of excitement over social networking Web sites, there is growing suspi-
cion t hat p articipant p rofi les a re b eing ha rvested d irectly i nto d atabases 
 off ered up for commercial profi ling. MySpace, for e xample, i s de veloping a 
method to harvest user profi les for demographic information that can be pro-
vided to adv ertisers, ena bling t hese adv ertisers to t arget t heir a udiences 
 precisely (Kafk a 2007), while Hi5 uses soft ware called Zedo to combine user- 
provided personal information with address, zip code, and personal income 
to create intensely detailed consumer profi les (“Soft ware Personalizes Adver-
tising” 2007). Compounding and complementing powerful capacities to spread 
information are the equally powerful tools of search and retrieval that enable 
harvesting, t argeted i nvestigation, a nd a ggregation o f fi ndings into “ digital 
dossiers.” And so the cycle continues.

In practice, the capacities to capture, hold, and disseminate interact and 
mutually reinforce one another, but teasing them apart analytically is useful 
for normative analysis as well as for or ga niz ing the baffl  ing array of systems 
and devices into meaningful categories. When we investigate how well some 
of t hese complex systems fare under normative scrutiny, we can expect to 
evaluate the diff erent components d iff erently. A s ystem whose monitoring 
function raises no worries may include a questionable storage or dissemina-
tion component. A system might not be problematic in the ways it handles 
information in its database but may include an overly intrusive monitoring 
component, and so on. Maintaining distinct categories also allows us to tai-
lor normative standards for the respective capacities, not necessarily need-
ing to articulate a single standard for all. There is already a form of branch-
ing in  w ays s ubfi elds or discourses have evolved, such as “surveillance 
studies,” a c ommunity focusing on— in my ter ms— monitoring a nd t rack-
ing, or communities interested in “fair information practices” that discuss 
what I have called aggregation and analysis and the privacy dimensions of 
media d riven b y que stions a bout t he e thics o f d isclosure, pa rticularly b y 
journalists.

Analyzing the array of technologies and practices in this way helps to or-
ga nize it but that is merely a beginning. In all those cases of systems and prac-
tices that are met with worry, resentment, and protest over threats to privacy, 
there remains the question of how systematically to adjudicate them. How do 
we te ase apa rt t he b enefi ts from the threats, how do we evaluate them and 
craft  sensible policies? We seek not only answers, but answers grounded in 
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systematic reasons. Before we describe the framework of contextual integrity 
in Part III, I w ill survey some of the most important contributions of philo-
sophical a nd l egal s cholarship o n p rivacy f or t heir c rucial c ontributions a s 
well a s t heir l imitations i n add ressing t he c hallenges p osed b y te chnology- 
based systems and practices.



P A R T  I I

C R I T I C A L  S U R V E Y  O F 

 P R E D O M I N A N T  A P P R O A C H E S 

T O  P R I V A C Y

THE INCREASINGLY PREVALENT SYSTEMS FOR WATCHING 

over people, the massive storage and analytic capabilities 
of information systems, and the astonishing powers of dissemination 
of digital media discussed in Part I are not all controversial. But inevi-
tably, with persisting regularity, certain systems invoke storms of pro-
test and perplexed disquiet as refl ected in pop u lar opinion surveys and 
vocal, sometimes coordinated advocacy by nongovernmental organi-
zations. As oft en as not, proponents of these systems are the industry 
representatives a nd g overnmental a gencies w ho ha ve i mplemented 
them. Pop u lar me dia have c reated a r ecord of t hese a ntagonistic e x-
changes, which reveal mutual suspicion, indignation, worried resigna-
tion, a nd s omething b etween g rudging a nd t rusting ac  cep tance b y 
those who are the subjects of monitoring, profi ling, and disclosure.

A number of questions are worth asking. Why do we care? Why do 
we resist some systems and embrace others? What makes them trou-
bling and controversial? What ought we, as individuals and societies, 
do about them— leave them be, regulate, or prohibit? And, how do we 
go about formulating legitimate answers to these questions?

Some believe that people’s preferences and interests ought to serve 
as touchstones for a solution. When controversy arises over a system, it 
should be possible to map out distinct stakeholder groups and demon-
strate how their respective interests are promoted or suppressed. To be 
sure, such an approach to resolving controversial matters— maximizing
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preference satisfaction or utility— in a demo cratic society is not unfamiliar. It 
is not, however, the approach adopted  here.

In contrast, one of my starting assumptions is that preferences and inter-
ests, while certainly important factors in considering the impact of escalating 
practices of monitoring, recording, and disclosure, are not paramount. This 
approach identifi es with a rich, multiple disciplinary literature that views pri-
vacy as more than an interest or preference. Privacy’s moral weight, its impor-
tance as a value, does not shrink or swell in direct proportion to the numbers 
of people who want or like it, or how much they want or like it. Rather, pri-
vacy is worth taking seriously because it is among the rights, duties, or values 
of any morally legitimate social and po liti cal system.

Agreeing that privacy is important for this reason is merely a beginning. 
To be able to move from the claim that privacy is a value or right to support a 
par tic u lar p osition on a ny of t he c ontroversial s ocio- technical s ystems d is-
cussed in Part I, one needs a suffi  ciently rich substantive account of the value 
or right. We need an account of privacy that justifi es its place among shared, 
collective values of a c ommunity so t hat privacy i s accepted a s a l egitimate 
reason for accepting or rejecting a given socio- technical system, even by those 
members whose interests are not best served by the conclusion.

In Part II I provide an overview of some of the most perceptive and infl uen-
tial theoretical accounts of what privacy is and why it is important. Although 
covered in less detail than they deserve, the theories are or ga nized according to 
certain basic similarities and diff erences among them. In Chapter 4, theories 
that share the assumption that the importance of privacy stems from its capac-
ity or power to support the attainment of other fundamental po liti cal, moral, 
or human rights and values are grouped together despite diff erences in detail.

Chapter 5 is or ga nized around a dichotomy that has dominated— and to my 
mind subverted— a great deal of thinking on the subject of privacy; namely, the 
private– public dichotomy. The prevalence of this dichotomy in privacy theory, 
law, and policy, as well as its thoroughgoing ambiguity, is reviewed in detail. 
Chapter 6 off ers a critical discussion of the theoretical landscape, assessing it, 
specifi cally, i n terms of t he practical goals set out i n t his book; na mely, how 
well they guide understanding and evaluation of the challenges posed by ram-
pant socio- technical systems. In so doing, the discussion brings to light a num-
ber of unresolved puzzles and paradoxes, including a c hallenge to a ny theory 
of privacy based on the private– public dichotomy that I identifi ed in previous 
work as the problem of “privacy in public” (Nissenbaum 1997, 1998).
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4 Locating the Value in Privacy

THE LANDSCAPE OF THEORETICAL WORK ON PRIVACY IS VAST, 

 spanning disciplines from philosophy to po liti cal science, po-
liti cal and legal theory, media and information studies, and, increasingly, 
computer science and engineering. This chapter contains a selective look at 
some o f t hese c ontributions. N either a n i ntellectual h istory n or a t hor-
ough scan, I strive to avoid disciplinary prejudice, although as the discus-
sion crosses disciplinary boundaries in an eff ort to showcase a range of of-
ferings, its perspective (this author’s) i s necessarily rooted in t he a nalytic 
tradition.

One point on which there seems to be near- unanimous agreement is that 
privacy is a me ssy and complex subject. To bring order to t he wide- ranging 
accounts and theories that may serve to explain why certain of the practices 
described in Part I are not only disliked but are objectionable, I provide a fi l-
ter, or or gan i za tion al s cheme, to h ighlight ideas t hat a re ke y to t he general 
purposes of the book. This loose scheme incorporates three dimensions of dif-
ference within the set of theories: the fi rst distinguishes normative accounts 
from descriptive ones, the second distinguishes defi nitions given in terms of 
access f rom t hose g iven in terms of control, and t he t hird d istinguishes ac-
counts that locate the source of privacy’s prescriptive power in its capacity to 
promote o ther i mportant v alues f rom ac counts t hat l ocate i ts p rescriptive 
power in the capacity to protect a specifi c, private realm from access by oth-
ers. Aft er situating various theories along these dimensions in chapters 4 and 
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5, I e valuate h ow suc cessfully t hey i lluminate t he c hallenges o f n ew s ocio- 
technical practices in Chapter 6.

Descriptive and Normative Conceptions

Some authors have argued that confusion over the concept of privacy arises 
from a failure to recognize the diff erence between descriptive or neutral con-
ceptions and normative ones. To provide a neutral conception is to state what 
privacy is without incorporating into its meaning that privacy is a good thing, 
worth having, a nd deserving moral a nd legal protection. A n ormative con-
ception o f p rivacy, b y c ontrast, i ncorporates a p resumption t hat p rivacy i s 
something worthwhile, valuable, and deserving of protection. Ruth Gavison’s 
(1980) a rgument su pporting t he n eed f or a n eutral c onception a s a s turdy 
foundation f or b uilding mo ral a nd l egal c onceptions i s p robably t he mos t 
complete and best known (for others who have supported this distinction, see 
Powers 1996 a nd Tavani and Moor 2001). Gavison defi nes privacy as a me a-
sure of the access others have to you through information, attention, and 
physical proximity. I Imagine something like a scale according to which peo-
ple are described as having more or less privacy based on the degree to which 
information a bout t hem i s ei ther s ecret o r k nown to o thers, t he de gree to 
which they are anonymous and unnoticed or under the watchful gaze of oth-
ers, and the degree to which they operate in solitude or in the close physical 
proximity of others.

One of the benefi ts of starting with a neutral conception of privacy is that 
it allows one to talk about states of increased and decreased privacy without 
begging t he normative question of whether t hese states a re good or bad. It 
leaves open the possibility that in certain circumstances less privacy might 
be better than more and that reductions in privacy need not constitute viola-
tions o r i ntrusions o r i ncursions, a ll ter ms t hat sig nal t hat s omething ha s 
occurred that ought not to have. Those, like Gavison, who propose a neutral 
conception do not deny the possibility of normative accounts of privacy, and 
they may even agree that those are of greater interest to scholars and the gen-
eral public alike. They maintain, however, that normative accounts are built 
on the layer of the neutral conception by means of criteria establishing how 
much privacy is good or required in general, under what conditions the vari-
ous dimensions of privacy ought to be secured, and at what level. Applied 
to the cases described in Part I, this conception would indicate that all the 
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examples involved reductions or decreases in privacy; however, whether 
these reductions in privacy are problematic and must be stopped has not yet 
been established.

Most experts are drawn solely to i ssues surrounding privacy’s normative 
signifi cance and simply fi nesse the question of whether a neutral conception 
is either plausible or needed. Others, notably Robert Post (1989) in his article 
on the privacy tort, have explicitly denied both the need for and existence of 
such a c onception, a rguing t hat si nce t here a re v irtually no uses of privacy 
with purely descriptive meaning, one should assume that normative intent is 
integrated into its core meaning. In assessing an action, practice, or system, 
therefore, whether one says that privacy is reduced or v iolated comes to t he 
same thing: a prima facie judgment that it is problematic.

It is unclear whether choosing a side in this debate makes a substantive 
diff erence for the specifi c concerns of the project at hand, that of devising a 
justifi catory f ramework f or e valuating t he t roubling ac tivities, p ractices, 
and s ystems sp ringing u p a round u s. T hose w ho p osit a n eutral me aning 
may continue to d raw a c ontrast between descriptive a nd normative u ses, 
signaling t his contrast w ith terms l ike “ decrease,” “ diminishment,” a nd “re-
duction,” versus “violation,” “intrusion,” and so forth. Others, who insist on 
reserving privacy for normative uses, may refer to changes in circumstances 
in which access to a person is increased, via information, attention, or phys-
ical proximity, by simply stating this directly. The proponent of a neutral defi -
nition, like Gavison, must st ill account systematically— ideally by develop-
ing t heory— for t he c ircumstances and conditions in which d iminishment 
amounts to i ntrusion, w hile p roponents o f a n ormative c onception, l ike 
Post, must still defi ne and theorize what counts as respect for or a violation 
of privacy. T he debate over t he meanings of t he ter m privacy, t hough not 
settled, can for these reasons be set aside as we turn to normative defi nitions 
and theories themselves.

Privacy, Access, and Control

Although there is a discernable diff erence between normative and descriptive 
conceptions of privacy, these diff erences are not signifi cant for the purpose of 
evaluating the systems described in Part I. What is signifi cant is the specifi c 
character that various theories claim for privacy, and the conditions they cir-
cumscribe for w hen i t i s preserved o r v iolated. Two approaches c ommonly 
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found in the literature include one that characterizes privacy as a constraint 
on access, and another that characterizes it as a form of control. Although the 
access and control in question could extend to personal information, as well 
as to people and their actions, our discussion from  here on, given the focus of 
this project, is limited to personal information. Although a scan of literature, 
court rec ords, and media reports reveals t hat most of what is written about 
privacy assumes it to b e a f orm of control, accounts in terms of access have 
tended to be more precise and conceptually better developed. Ruth Gavison’s 
(1980) work, referred to above, is an example of this: privacy is a condition that 
is mea sured in terms of the degree of access others have to you through infor-
mation, attention, and proximity.

The phi los o pher Jeff rey Reiman provides another thoughtful account in 
this vein, defi ning privacy as “the condition under which other people are 
deprived of access to either some information about you or some experience 
of you” (1976, 30). As with Gavison, Reiman’s conception extends beyond in-
formation to include other experiential modes. In the case of someone being 
watched while showering, Reiman insists that even when not absorbing new 
information as the observer continues to watch, the observer’s ongoing per-
ceptual experience of the person showering may constitute a privacy invasion. 
Although the degree of deprivation of access is a key defi ning condition of 
privacy, t he i ssue o f w ho ha s d iscretion o r c ontrol o ver de termining t his 
degree o f ac cess i s a n i mportant a rea o f n egotiation b etween a nd a mong 
individuals a nd t he s ocieties i n w hich t hey l ive. Rei man r esists a s tate i n 
which the degree of deprivation of access is fully under the control of oth-
ers, but he also does not support a defi nition of privacy according to which 
individuals are accorded full control. The negotiated state over “who gets to 
observe o ne’s p er for mance o f t he e xcretory f unctions” ( p. 3 0) i llustrates 
how the degree and nature of access to individuals may be neither fully con-
trolled b y i ndividuals t hemselves, n or b y o thers, b ut b y a c ombination o f 
these in the context of general societal prohibition. In the end, the require-
ment of respect for privacy is that others may not have access to us fully at 
their discretion.

For the most part, however, conceptions of privacy adopted in scholar-
ship, law, and policy incorporate control as a component of privacy, or, one 
might say, constitute privacy as a par tic u lar form of control. This view is par-
ticularly in evidence in literature on information privacy and the law, where 
adherents frequently cite Alan Westin’s historic book Privacy and Freedom 
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(1967) as their source and inspiration. In it, he defi nes privacy as “the claim 
of in dividuals, gr oups, o r in stitutions t o d etermine f or t hemselves w hen, 
how, and to what extent information about them is communicated to oth-
ers” (Westin 1967, 7). In another highly infl uential paper, the legal phi los o-
pher Charles Fried writes, “Privacy is not simply an absence of information 
about us in the minds of others, rather it is the control we have over infor-
mation about ourselves” (1968, 4 82). A long similar l ines, legal scholar Mi-
chael Froomkin characterizes privacy as “the ability to control the acquisi-
tion or release of information about oneself” (2000 , 1464), and legal scholar 
Jerry Kang’s defi nition is “an individual’s control over the processing— i.e., 
the acquisition, disclosure, and use— of personal information” (1998, 1203).

Another legal scholar, A nita A llen, whose g roundbreaking work on pri-
vacy b rings to l ight i ts p o liti cal c omplexity, w orks w ith a de fi nition that 
 hybridizes control and access. According to A llen, privacy involves three di-
mensions: physical privacy, characterized as “special seclusions and solitude”; 
informational privacy, characterized as “confi dentiality, secrecy, data protec-
tion and control over personal information”; and proprietary privacy, charac-
terized as “control over names, likenesses and repositories of personal infor-
mation” (Allen- Castellitto 1999, 723; see also Allen 1998). According to Allen’s 
defi nition, privacy is compromised when, for example, control over informa-
tion is diminished, or when a person’s solitude is broken.

Common usage suggests that intuitions behind both the constraint and 
control conceptions are sound; namely, that control over information about 
oneself i s a n important d imension of privacy, but so i s t he degree of access 
that others have to this information, irrespective of who is in control. Intrigu-
ing challenges have been posed by those supporting one of these conceptions 
to those supporting the other. Does a person stranded on a desert island really 
have privacy? Has a person who intentionally posts photographs of himself to 
a Web site such as Flickr lost privacy? Does a person who is forced to wear 
clothing at a public gathering have more or less privacy? I n m y v iew, t he 
 eff ect of these challenges, coupled with persuasive arguments, is not to prove 
that one or the other of these approaches is correct, but that both capture es-
sential aspects of privacy that we seem to care about. A non- arbitrary resolu-
tion of this disagreement is not possible, nor, as we shall see in Part III, is it 
needed. Instead, I conclude this section with a promise to reveal how the con-
ception of privacy as contextual integrity holds onto key insights from both 
versions, without inconsistency.
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Privacy as a Normative Concept

The reason for surveying the body of theoretical works on privacy was to see 
what help it might off er i n c raft ing w ell- reasoned r esponses to t he d azzl-
ing and disturbing array of socio- technical systems that radically aff ect how 
much information about us is gathered, how much is known about us as a re-
sult of this, and by how many people and institutions. Those surveyed would, 
it seems, imply that these systems and practices diminish privacy: more infor-
mation is being gathered about us— frequently without our knowledge let alone 
our consent— and therefore more is known about us. Learning that privacy is 
“diminished” is not as interesting to most people, however, as learning that it 
has been “threatened,” “violated,” or “invaded.” In short, people want to iden-
tify the moral and po liti cal signifi cance of any given instance of diminished 
privacy; they want to know in general terms when privacy claims are justifi ed. 
Since a r ight to p rivacy i mposes obl igations a nd restrictions on others, it i s 
important that that right be circumscribed in a non- arbitrary manner. To be 
sure, this is an important requirement if a right to privacy is to be embodied 
in policy, law, and regulation of technology, or used as a guide for distinguish-
ing ac tions a nd practices t hat a re morally a nd p o liti cally problematic f rom 
those that are acceptable or deserving to be embraced.

The need to articulate and give legitimacy to a right to privacy has steered 
an extensive literature over the course of the past fi ve de cades. For many, the 
provocation ha s b een— as i t i s  here— a n eed to s ystematically e valuate a nd 
prescribe l imits on technology- based systems and practices. In selecting the 
sample of works to sh owcase  here I w as i nfl uenced by t heir s tances on t wo 
 or ga niz ing principles; although related, they need to be pried apart. A theory 
of a right to privacy should include a defi nition of the right, an account of its 
nature (e.g., moral, po liti cal, legal,  etc.), and principles for delineating its scope. 
It may also provide an account of the source or sources of this right; a meta- 
principle, i f you will. For example, a n ormative account of privacy based on 
preferences or interests might claim that people have a right to control infor-
mation about themselves, or have a right to place restrictions on access to in-
formation about themselves, because this best serves their interests or because 
this accords with most people’s preferences.

A contrasting approach searches for the sources of a right to privacy in the 
framework of moral and po liti cal values. Within this rubric, theories may still 
diff er from one another in their defi nitions, principles, and scope, as well as in 



 Locating the Value in Privacy 73

the par tic u lar values they associate with privacy. What they share, however, is 
a notion that privacy is bound up in the constellation of values to which most, 
if n ot a ll, s ocieties a re c ommitted. I ndividualized preferences a nd i nterests 
are not irrelevant to p rivacy, but instead of being defi ning sources of its im-
portance they would be secondary considerations, the primary considerations 
being those moral and po liti cal values that privacy is presumed to support.

Readers familiar with perennial debates among supporters and detractors 
of economic accounts of human behavior as well as social, po liti cal, and legal 
systems will rightly place this brief allusion within the larger general debate. 
They will also understand, therefore, why I choose not to persevere with a gen-
eral defense of one or the other of the contrasting approaches. While it is im-
portant to acknowledge that there are accounts of a right to privacy that point 
to p references a nd i nterests a s i ts d irect s ources, t hese p redominantly e co-
nomic works are not included among those I have showcased below.

Within the rubric of theories of a r ight to privacy rooted in values, a sec-
ond o r ga niz ing p rinciple i s h ow t hese t heories c ircumscribe i ts e xtent a nd 
limit. As a starting place, we may all readily agree that no one (except possibly 
a hermit or someone living in total isolation) can have absolute control over 
all information about him- or herself. In this regard, we are all at the mercy of 
those simply passing us by on streets or engaging with us in mundane daily 
interactions, and more so with others who have virtually unbounded access 
to us. So, even i f we agree that a c laim to p rivacy is morally legitimate, and 
that privacy is about control or restricted access to i nformation about us, it 
would be singularly unhelpful to circumscribe a right in such a way that it is 
violated every time a motorist peers at a pedestrian crossing the street. A plau-
sible theory of privacy that includes an account of its moral legitimacy, there-
fore, will also include a principled account of its limits.

In the following discussion of some of the theories I have found most use-
ful and important, I have or ga nized them into two rough categories based on 
the approaches t hey take in accounting for t he extent and l imits of morally 
legitimate privacy claims. In one category, I have included theories that allow 
morally legitimate privacy claims to r ange over a ll information, del ineating 
the extent and boundaries for such claims in terms of their capacity to p ro-
mote other signifi cant moral and po liti cal values. In the other category, I have 
included t heories t hat a ttribute t he mo ral l egitimacy o f p rivacy to p rivacy’s 
capacity to protect a private zone for humans. Accordingly, the right to privacy 
they circumscribe ranges only over a restricted class of (private) information. 
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The remainder of this chapter will be devoted to a d iscussion of theories fi t-
ting the fi rst category; in Chapter 5 I will discuss those fi tting the second.

Before plunging forward with my overview, I pause a moment for clarifi -
cations and caveats. A point about terminology: although I am aware of long- 
standing debates over the meanings of terms such as rights, claims, and  values, 
I will try to avoid taking substantive positions in any of these. My overriding 
aim is to achieve consistency while adhering to common usage, to the extent 
possible. I w ill refer interchangeably to a morally legitimate claim to p rivacy 
and a right to privacy; where it is necessary to specify the legal status of a claim 
or right, I will talk of a legal right to privacy, or a claim to privacy recognized 
in the law. The caveat concerns the works I have chosen to discuss, recogniz-
ing that the fi eld of privacy, including aspects related to its research, scholar-
ship, and policy making, has blossomed and matured. Therefore, I ma ke no 
claim to have off ered a complete or even representative sampling of the theo-
retical l iterature. (My hunch, however, is that unsampled theories will a lign 
with my categories.) Interested readers are encouraged to fi ll in the picture 
both by delving more deeply into the primary sources listed in the Bibliogra-
phy and by reaching out to works not included there.

The Value of Privacy

What gives privacy moral legitimacy as a claim to limit access to information 
or to control information? What is the extent of this right, and what factors 
might limit it? These questions drive much of the substantial body of theoreti-
cal work on privacy. In the remainder of this chapter I w ill discuss samples 
that link privacy to important human values by arguing that privacy is either 
functionally or necessarily related to other more traditionally recognized, en-
trenched moral and po liti cal values. Some of the links drawn between privacy 
and v alues p ertain to t he l ives o f i ndividuals; o thers c onnect p rivacy w ith 
values in human relationships; and yet others reveal an important association 
between privacy and social values.

Privacy and the Individual
Ruth Gavison’s account of privacy locates its value in its functional relation-
ship to valued ends, including human well- being and development, creativity, 
autonomy, mental health, and liberty (Gavison 1980). Drawing on widely ac-
cepted connections, Gavison also points to spheres of life in which people 
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need freedom from close and constant scrutiny to fl ourish, such as artistic ex-
pression a nd i ntellectual de velopment. F urthermore, to c ultivate su ffi  cient 
 maturity to f ormulate a nd pursue l ife plans a nd to f orm i n de pen dent moral 
and po liti cal judgments, people need leeway to experiment without the distrac-
tion of being watched; to be unafraid of disapprobation, censure, and ridicule; 
and to be free from pressure to conform to pop u lar, conventional standards.

The c onnections d rawn b y G avison a re e choed b y ma ny o thers. J eff rey 
Reiman, whose defi nition of a right to privacy we encountered earlier, sets out 
to demonstrate that privacy is “an especially important and good thing for hu-
man beings” (1995, 33) by proposing a thought experiment in which we imag-
ine life in an informational fi shbowl, in an “informational panopticon.” A key 
characteristic of this informational panopticon is that like the convicts in Jer-
emy Bentham’s panoptic prison (Bentham 1995), the people inside this fi shbowl 
are visible from a single point. This is not as far- fetched as it initially sounds 
considering present day analogs of companies like ChoicePoint and other in-
formation brokers (discussed in Chapter 2) that make a ll information about 
people accessible from a single point. For the people trapped inside an infor-
mational pa nopticon, Rei man sp eculates t hat t here a re f our t ypes o f r isk: 
risks of extrinsic and intrinsic losses of freedom, symbolic risks, and risks of 
“psycho- political metamorphosis” (1995, 175).

Extrinsic losses of freedom occur when people curtail outward behaviors 
that might be unpop u lar, unusual, or unconventional because they fear tan-
gible and intangible reprisals, such as ridicule, loss of a job, or denial of bene-
fi ts. Intrinsic losses of freedom are the result of internal censorship caused by 
awareness that one’s every action is being noted and recorded. This occurs as 
those being watched begin to view themselves and their actions from the per-
spective o f t hose w atching. T hey a re t hus de prived o f sp ontaneity a nd f ull 
agency a s t hey self- consciously formulate plans a nd ac tions f rom t his t hird 
party perspective. Privacy mitigates against both those losses because it func-
tions “as a means of protecting freedom, moral personality, and a rich and criti-
cal inner life” (Reiman 1995, 42). Reiman has argued that privacy, when it is 
asserted as a capacity to withdraw from scrutiny, amounts to an expression of 
individual sovereignty or self- ownership. The symbolic risk of institutional 
structures that deny individuals the capacity to withdraw is that they deny 
them th is e xpression o f s elf- ownership. The fourth risk to individuals, of 
psycho- political metamorphosis, follows Reiman’s speculation that i f people 
are subjected to c onstant surveillance, t hey w ill be stunted not only in how 



76 Critical Survey of  Predominant Approaches to Privacy 

they act, but in how they think. They will aspire to a middle- of- the- road 
conventionality— to seek in their thoughts a “happy medium.”

Similar i ssues d rive l egal s cholar J ulie C ohen’s ac count o f t he v alue o f 
 privacy. One of her prime concerns is the move to frame privacy as a form of 
property and, consequently, a ma rketable commodity (Cohen 2000). Cohen 
resists this move, insisting that privacy deserves a place alongside values such 
as equality and freedom, because, she argues, privacy is crucial for the devel-
opment of moral autonomy, “ in de pen dence of c ritical f aculty a nd i mpervi-
ousness to infl uence” (p. 1424). With regard to privacy, therefore, “a degree of 
freedom from scrutiny and categorization by others promotes important non- 
instrumental values, and serves vital individual and collective ends” (p. 1423). 
Cohen hypothesizes t hat a bsent t he spac e privacy provides for enga ging i n 
the “conscious construction of self” (p. 1424), a p erson’s beliefs and desires 
are more likely to fall within the limited spectrum of the mainstream.

Before e xploring t he l inks t hat ha ve b een d rawn b etween p rivacy a nd 
other values, it is worth evaluating two recurrent challenges to privacy’s role 
in promoting f reedom. One challenge comes down to t his: only t hose w ith 
something to hide have something to fear, or, in other words, to the extent pri-
vacy facilitates freedom, it is more likely to serve as a cover for the freedom to 
do w rong. T he s econd c hallenge i s t hat p rivacy do es n ot t rain s trong s elf- 
direction but instead gives cover to moral timidity. Rather than hide unpop u-
lar choices, we should learn to be strong enough to resist social pressure and 
stand up for the right to be diff erent. Being open about unpop u lar and uncon-
ventional choices (e.g., when a gay man chooses to reveal his homosexuality) 
has the secondary benefi t of giving others the courage to do the same and might 
even promote tolerance and understanding of those choices in surrounding 
societies.

In rebutting these two challenges, Gavison and Reiman remind us that in 
liberal, n ontotalitarian s ocieties sig nifi cant a reas o f l ife a re p rotected f rom 
public regulation (the classical source of these ideas is, of course, John Stuart 
Mill’s On Liberty [1859, 9]). In these areas, people are (in theory) let alone to 
decide and act as they please, as long as they do not directly harm others. In 
the United States and many other western democracies, t hese areas encom-
pass religion, diet, sexual orientation, selection of friends, what one reads, what 
music one listens to, the use of birth control, consumption of alcohol, and so 
forth. Although it lies outside the scope of this book to assess, in general, how 
liberal societies ought to delineate these areas, they are committed to freedom 
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from interference in areas we might call “zones of liberty” (what ever they 
might be in a given society). Pursuit of lifestyles and life choices that run afoul 
of par tic u lar community mores are not only tolerated in liberal societies but, 
according to classic traditions, are potential sources of advancement and de-
velopment. Privacy is important because it protects the diversity of personal 
choices and actions, not because it protects the freedom to ha rm others and 
commit crimes.

What of the second challenge, that openness requires moral courage be-
cause it forces societies to c onfront diff erence, and that, by contrast, privacy 
promotes moral timidity? To this Gavison and Reiman respond that morality 
does not require supererogatory acts of its adherents. Prejudice, hatred, and 
irrational suspicion of others are known to persist even in societies explicitly 
committed to p o liti cal p rinciples o f tol eration f or r acial g roups, r eligious 
 affi  liations, e thnicities, l ifestyle choices, a nd sexual or ientation. Demanding 
openness a s a sh ow o f c haracter a nd a s a me ans o f “educating” t he r est o f 
 society i s c alling for a s acrifi ce w here p ositive r esults a re n ot a ssured. “ The 
absence of privacy,” Gavison notes, “may mean total destruction of the lives of 
individuals condemned by norms with only questionable benefi t to society. If 
the chance to ac hieve change in a pa r tic u lar case is small, it seems heartless 
and naïve to a rgue against the use of privacy” (1980, 454). Similarly, Reiman 
reminds us that “ laws and social practices generally have to b e designed for 
the real people that they will govern, not for some ideal people that we would 
like to see or be” (1995, 36). He continues, “Even if people should ideally be 
able to withstand social pressure in the form of stigmatization or ostracism, it 
remains unjust that they should suff er these painful fates simply for acting in 
unpop u lar or unconventional ways. In any actual society we will need privacy 
to prevent this injustice” (p. 36).

Privacy and Other Values
In the following passage, James Nehf (2003) encapsulates the web of anxieties 
we may confront as a result of diminishing privacy:

The more cognizable and immediate problem with a loss of information pri-
vacy, and the problem that is most l ikely to p roduce a p o liti cal resolution, is 
our inability to avoid circumstances in which others control information that 
can aff ect us in material ways— whether we get a job, become licensed to prac-
tice in a p rofession, obtain a c ritical loan, or fall victim to identity theft . We 
cannot avoid the collection and circulation of information that can profoundly 
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aff ect our lives. We feel that we have little or no voice or choice in the data 
 collection and sharing pro cess. We do not k now who has what information, 
how they got it, what purposes or motives those entities have, or what will be 
done with that information in the future. Even if the information in databases 
is accurate and complete in all relevant respects, it can still harm us if it falls 
into the wrong hands or if it is used for a purpose we did not envision when we 
disclosed it. (p. 26)

One fi nds these and other anxieties systematized in the work of phi lo-
so pher Jeroen van den Hoven, who off ers one of the clearest accounts of the 
value of privacy for individuals. He sorts moral reasons for why privacy de-
serves protection i nto four t ypes: (1) i nformation- based ha rm, (2) i nforma-
tional in e qual ity, (3) informational injustice, and (4) encroachment on moral 
autonomy (2001, 433). Van den Hoven arrives at these distinctions by asking 
what gives moral legitimacy to public policy that would restrict the collection, 
retrieval, a nd d issemination o f d ata n ot si mply b ecause i t s atisfi es idiosyn-
cratic de sires a nd preferences, but b ecause i t f urthers moral ends, prevents 
harms, and promotes equality, justice, and autonomy. These distinctions de-
serve closer examination.

Informational H arm.    As an increasing array of critical transactions are 
mediated v ia Internet or phone (e.g., banking, t ravel, interactions with gov-
ernment agencies, and shopping), the unrestricted availability of information 
such as Social Security numbers, mothers’ maiden names, passwords, and 
home addresses enables fraudulent construction of identities in a crime now 
commonly c alled “ identity t heft .” (T he t hree- year J avelin St rategy a nd Re -
search Identity Fraud Survey Report, conducted with the Better Business Bu-
reau, found that identity fraud aff ects from 8 to 10 million Americans a year, 
with a fi nancial average of $5,720 i n ha rms per v ictim i n 2007. S ee Privacy 
Rights Clearing house 2007b.) Harms to victims range from fi nancial to repu-
tational, a nd i nclude w asted t ime, f rustration, f ear, a nxiety, a nd u ltimately 
reluctance to engage in socially benefi cial ac tivities. Information t hat i s too 
freely available from school and government rec ords or media reports some-
times falls in the hands of stalkers, pedophiles, and others with harmful in-
tent. A poignant case, which ultimately led to restrictions on access to drivers’ 
rec ords, w as t he m urder o f ac tress Reb ecca S chaeff er, w hose add ress w as 
gleaned from then freely available drivers’ rec ords. Data protection is needed 
to protect against harms like these, and many others (Solove 2004).
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Informational In e qual ity.    When the fl ows of personal information are not 
systematically constrained, the benefi ts may accrue disproportionately to some 
parties over others. This is what van den Hoven calls informational in e qual-
ity. Take, for example, the existing market in personal information in which 
corporate and governmental actors agglomerate transactional and biographi-
cal information on customers and consumers. Individuals engaging with these 
providers o f g oods a nd s er vices may b e u naware t hat i nformation i s b eing 
systematically collected, have no idea what happens to it beyond the point of 
the initial transaction, and not realize that information they share freely has a 
value in the information marketplace. Institutional structures in society gen-
erally do not provide individuals with mechanisms for engaging as agents in 
this marketplace and they generally have few realistic opportunities for gain-
ing equivalent access to i nformation about the corporate actors with whom 
they interact. As a result, the information marketplace is far from level, with 
insuffi  cient protections i n place to en sure t hat e xchanges a re governed by 
“openness, transparency, participation, and notifi cation on the part of busi-
ness fi rms a nd d irect ma rketers to s ecure f air c ontracts” (van den H oven 
2001, 435).

The problem of informational in e qual ity was explicitly placed on the pol-
icy agenda at least as early as 1973 by the Secretary’s Advisory Committee on 
Automated Personal Data Systems of the U.S. Department of Health, Educa-
tion, a nd W elfare. W hen c harged w ith a s tudy o f p roblems a rising f rom 
the use of computers for personal record- keeping, the committee conceived of 
their task as assuring some leverage to i ndividuals interacting with far more 
powerful government agencies and large corporations:

The re port e xplores s ome o f t he c onsequences o f t hese c hanges a nd a ssesses 
their potential for adverse eff ect on individuals, organizations, and the society 
as a  whole. It concludes that the net eff ect of computerization is that it is becom-
ing much easier for record- keeping systems to a ff ect people than for p eople to 
aff ect record- keeping systems. Even in nongovernmental settings, an individu-
al’s control over the use that is made of personal data he gives to a n or ga ni za-
tion, or that an or ga ni za tion obtains about him, is lessening. (U.S. Department 
of Health, Education, and Welfare 1973, “Summary and Recommendations”)

In his infl uential book The Panoptic Sort (1993), Oscar Gandy also draws 
connections between inadequate privacy protections and inequalities. From 
initial positions of vast inequalities in power and status that are exacerbated 
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by u nequal ac cess to i nformation, s ystems a nd p ractices o f a ggregation, 
profi ling, a nd s egmentation y ield a “ panoptic s ort.” I nequalities o f s tarting 
position, fi ltered t hrough t he pa noptic s ort, r esult i n a n i nsidious f orm o f 
 discrimination among individuals and groups, with some deemed worthy of 
various privileges, such a s special off ers on c onsumer products, mortgages, 
discount coupons, credit cards, and so forth, and others deemed unworthy.

Informational Injustice.    By informational justice, van den Hoven means the 
extent to w hich i nformation remains i n i ts proper sphere. Bu ilding on M i-
chael Walzer’s (1984) concept of “spheres of justice,” van den H oven a rgues 
that i nformation belonging i n one sphere should not be a llowed to m igrate 
into a nother o r o thers b ecause i f i t do es, i nformational i njustice w ill ha ve 
been perpetrated. An example of such injustice would be if a job c andidate’s 
medical history or religious affi  liation found its way into the fi les of a c om-
pany considering him for employment. Data protection laws should scruti-
nize practices that involve spreading information from one sphere into others 
in which it does not belong.

Theorists besides van den Hoven have understood how important context 
is in judging whether the spread of information constitutes an injustice. Con-
sider another recurrent counter to calls for stronger privacy protection. This 
one refl ects on an idealized past (or distant present) in which people in small 
towns live happily together knowing a great deal about one another. This sce-
nario is supposed to show that calls for privacy should not be understood as a 
means to r esist t he i ntrusion of newfangled, te chnology- based s ystems a nd 
practices that would make our lives dangerously transparent, but as a material 
change from this idealized past and possibly the source of social alienation 
and loneliness. Jeff rey Rosen and Priscilla Regan have challenged the signifi -
cance of this sentimental idyll, pointing out that to the extent that people did 
indeed live happily together, key interacting elements cannot be overlooked. 
First, what people k new about one a nother was set i n a r ich social context; 
second, power diff erentials  were relatively small; and third, k nowledge was 
reciprocal (Regan 1995, 223). Take context, for example; it lends meaning and 
signifi cance to information. An impression formed about someone when you 
hear he has been arrested is aff ected by knowing the charges  were dropped, 
or t hat i t w as for p o liti cal protest, or ad ministering ma rijuana to a c ancer 
patient, o r s exual a ssault. I magine w hat yo u m ight i nfer a bout s omeone, 
upon learning that she defaulted on a loan, whether or not it occurred during 
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a t ime of major economic recession (Rosen, 2000 , 8; s ee a lso Laudon 1986). 
To minimize informational injustice, well- craft ed data protection rules stanch 
the movement of information from one sphere into others where it does not 
belong.

Encroachment on  M oral Autonomy.    A f ourth r eason f or d ata p rotection 
is moral autonomy, which, according to van den Hoven, is “the capacity to 
shape our own moral biographies, to refl ect on our moral careers, to evaluate 
and identify with our own moral choices, without the critical gaze and inter-
ference of others and pressure to conform to the ‘normal’ or socially desired 
identities” (2001, 439). Van den Hoven’s depiction of the relationship between 
privacy a nd mo ral a utonomy r esembles C ohen’s, Rei man’s, a nd G avison’s: 
according to t he l iberal v ision, the actions of ideal moral agents are guided 
by pr inciples a rrived at  t hrough c ritical re fl ections. A ccording to v an den 
Hoven, because privacy constitutes one of the conditions for developing crit-
ical faculties and moral in de pen dence, a liberal state ought to make a po liti-
cal c ommitment t o pr ivacy: “D ata pr otection l aws t hus pr ovide pr otection 
against the fi xation of one’s moral identity by others than one’s self and have 
the s ymbolic utility of conveying to c itizens t hat t hey a re morally autono-
mous” (p. 440).

Privacy and Autonomy

The v ital rol e t hat autonomy i s b elieved to p lay i n a rguments for ade quate 
privacy protection deserves closer inspection. There appears to be support in 
the literature for at least three forms of this relationship. One is conceptual. If 
privacy is understood as the claim or right to control or determine access to in-
formation about oneself, and autonomy is understood as self- determination 
embodied in the individual “whose actions are governed by principles that are 
his own” and who “subjects his principles to critical review, rather than taking 
them over u nexamined f rom h is s ocial environment” (Benn 1971, 24), t hen 
privacy is, in fact, partially constitutive of autonomy. In other words, in the 
relationship between privacy and autonomy so conceived, the connection is 
not a causal one. Instead, privacy is to be understood as a form of autonomy: 
specifi cally, it is self- determination with respect to information about oneself. 
Two related but slightly diff erent forms of this idea draw connections between 
privacy and self- presentation, and privacy and identity formation. According 
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to t hose t heories, privacy constitutes t he c apacity to shap e how i ndividuals 
defi ne themselves and present themselves to others in the variety of life’s cir-
cumstances and as such, the capacity to e xpress an important dimension of 
autonomy, or self- determination (Goff man 1959; Austin 2007).

Second, insofar as privacy, understood as a constraint on access to people 
through i nformation, f rees u s f rom t he s tultifying e ff ects of scrutiny and 
 approbation (or disapprobation), it contributes to material conditions for the 
development and exercise of autonomy and f reedom in t hought and action. 
There a re ma ny w ays t hat u nfettered ac cess to i nformation ma y, d irectly, 
thwart self- determination. Seeking approval and trying to avoid disapproval, 
people may feel compelled to act in certain ways; as long as we are being ob-
served, monitored, and possibly judged, constantly taking others into consid-
eration i n de termining courses of ac tion a nd decisions, our ac tions a re not 
truly voluntary. But there are also indirect disciplining eff ects that we know to 
be embodied in the fundamental notion of a panopticon, for even when we are 
uncertain whether or not we are being watched, we must act as if we are. When 
this happens, when we have internalized the gaze of the watchers and see our-
selves through their eyes, we are acting according to their principles and not 
ones that are truly our own (Bentham 1995; Foucault 1995). But panoptic ef-
fects might be even more insidious t han t his, leading to a d iminishment in 
our capacity to f ormulate principles, plans, and desires with which we truly 
identify. According to t his f raming of t he relationship between privacy and 
autonomy, it is not conceptual but causal for privacy is claimed to be an im-
portant aspect of an environment in which autonomy is likely to fl ourish, and 
its absence likely to undermine it.

A third form of the relationship between privacy and autonomy, while also 
causal, draws on a diff erent or augmented understanding of autonomy, refer-
ring not only to the capacity to review principles of action critically and the 
freedom to ac t o n t hem, b ut a lso to t he c apacity o r w herewithal to f ollow 
through. We have already seen that autonomy is curtailed when we are lim-
ited i n ou r c apacity to g round ou r actions a nd decisions on beliefs, desires, 
and goals with which we fully identify. But this dimension is further stunted 
when people are not provided the basic means to follow through. An example 
might be the person who, upon critical refl ection of her life’s goals, forms the 
ambition to become a lawyer, but lives in a society that does not provide basic 
education to members of her social group. Under conditions like these, writes 
Gerald Dworkin, we “ feel used . . .  as an instrument of another’s will” (1988, 
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14). D ue to t he ma nipulation b y o thers o f a p eople o r t heir c ircumstances, 
their autonomy, in the form of follow- through, is stunted.

To see how this connects to privacy, it is necessary to return to the world of 
pervasive monitoring, data aggregation, unconstrained publication, profi ling, 
and segmentation— Oscar Gandy’s world of the panoptic sort. In this world, 
the manipulation that deprives us of autonomy is more subtle than the world 
in which lifestyle choices are punished and explicitly blocked. Widespread sur-
veillance and the aggregation and analysis of information enhance the range 
of infl uence t hat p owerful ac tors, suc h a s g overnment a gencies, ma rketers, 
and p otential employees, c an have i n shap ing p eople’s c hoices a nd ac tions. 
Bearing a disturbing resemblance to the techniques of con men or blackmail-
ers, t hese techniques of i nfl uence may e xploit p eople’s weaknesses, ba rgain 
from positions of unfair advantage, target us for certain treatments, and, per-
haps even more problematically, withhold information about opportunities if 
the people in question have been deemed unworthy (Gandy 1993). If, as a re-
sult of these manipulations, people choose jobs, banks, or products not pri-
marily because they comply with our own values, but because they have been 
kept in t he dark about more relevant options, t hey a re v ictims of a f orm of 
deception or coercion, even subtler than that of the con man or blackmailer. 
According to Dworkin, being deceived or simply kept in the dark has implica-
tions for autonomy: “Both coercion and deception infringe upon the volun-
tary character of the agent’s actions. In both cases a person will feel used, will 
see herself as an instrument of another’s will” (1988, 14).

It would be absurd to insist that only the person who is utterly impervious 
to a ll outside infl uences is truly autonomous; that person would simply be a 
fool. Although the line between morally acceptable and unacceptable ways of 
shaping, manipulating, and infl uencing people’s actions is a fi ne, even fuzzy 
one, the distinction is nevertheless real and worth insistent probing. Accord-
ing to Dworkin, it is important to distinguish

those ways of infl uencing people’s refl ective and critical faculties which sub-
vert t hem f rom t hose which promote a nd i mprove t hem. It i nvolves d istin-
guishing those infl uences such as hypnotic suggestion, manipulation, coercive 
persuasion, subliminal infl uence, and so forth, and doing so in a non ad hoc 
fashion. Phi los o phers i nterested i n t he relationships between education a nd 
indoctrination, advertising and consumer behavior, and behavior control have 
explored these matters in some detail, but with no fi nality. (1988, 18)
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Gandy’s worry is that the opportunities off ered and withheld as a result of the 
careful pro cess of sorting (the “panoptic sort”) more oft en than not constitute 
forms of subversive manipulation because they have little to do with assessing 
what is needed based on goals people have set for themselves, or the achievement 
of values and ends to which we are committed. Instead, they are predicated on 
the exploitation of people and their circumstances for the benefi t of others.

My purpose  here has not been to settle the question but to reveal a poten-
tial connection between unbridled data collection, aggregation, and profi ling 
and a subtle erosion of autonomy. As far as I can see, there is insuffi  cient evi-
dence to c laim that these systems and practices, in general, lead to coercion, 
deception, a nd ma nipulation, o nly t hat t hey ma y. I do n ot b elieve w e c an 
avoid the demands of diffi  cult line- drawing to which Dworkin refers, and, to 
this end, a readiness to embrace the details of case- by- case analysis. I return 
to these issues later in the book.

Privacy and Relationships

Permeating many prominent philosophical works on privacy is a preoccupa-
tion with the role it plays in human relations. In one of the earliest and most 
oft - cited a rticles i ncorporating t his t heme, t he l egal p hi los o pher C harles 
Fried asserts a dependence on privacy of valuable human relationships that is 
not merely instrumental and contingent, but necessary. He writes, “It is my 
thesis that privacy is not just one possible means among others to insure some 
other value, but that it is necessarily related to ends and relations of the most 
fundamental sort: respect, love, friendship and trust. Privacy is not merely a 
good t echnique for fu rthering these fu ndamental r elations; r ather wi thout 
privacy they are simply inconceivable” (1968, 477). There are two sides to this 
coin: our closest relationships of love and friendship are defi ned by our will-
ingness to share information, yet we signal our trust in and respect for others 
by not insisting that they relinquish control over information to us. Although 
Fried conceives of privacy as control over information about oneself, his claim 
that information serves as “moral capital” for “relationships which we would 
hardly be human i f we had to do w ithout— the relationships of love, f riend-
ship and trust” (p. 484) does not extend to a ll information, but to private in-
formation only. What falls in this category, according to Fried, is determined 
by a rough ordering conventionally designated and very likely culturally and 
historically c ontingent, w hereby i nformation r anges f rom t he mos t g eneral 
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facts about people to t hose considered private and personal. If we grant that 
friendship, intimacy, and trust are fundamental goods without which human 
life would be intolerably degraded and accept that “ in developed social con-
texts love, friendship and trust are only possible if persons enjoy and accord 
to each other a certain mea sure of privacy” (p. 482), Fried’s thesis follows and 
privacy protection is endowed with moral legitimacy.

The idea of privacy as a n ecessary context for important relationships has 
been developed in various directions. One such theory suggests that its value lies 
not only in regulating closeness, but also in regulating the distinctiveness or 
variety o f relationships. Ferdinand S choeman, w ho ha s de veloped one o f t he 
deepest and most subtle philosophical accounts of privacy and its value to hu-
mans, writes, “People have, and it is important that they maintain, diff erent re-
lationships with diff erent people. Information appropriate in the context of one 
relationship may not be appropriate in another” (1984, 408). This assessment is 
echoed in the work of phi los o pher James Rachels, who attributes to privacy a key 
role i n d iff erentiating t he v ariety a nd d istinctiveness o f r elationships p eople 
need to maintain: “the value of privacy [is] based on the idea that there is a close 
connection between our ability to control who has access to us and to informa-
tion about us, and our ability to create and maintain diff erent sorts of social re-
lationships with diff erent people” (1975, 326). Privacy makes it possible for people 
to share information discriminately, which in turn enables them to de termine 
not only how close they are to others, but the nature of their relationships:

businessman to employee, minister to congregant, doctor to patient, husband 
to wife, parent to c hild, and so on. In each case, the sort of relationship that 
people have to one another involves a conception of how it is appropriate for 
them to behave with each other, and what is more, a conception of the kind and 
degree of knowledge concerning one another which it is appropriate for them 
to have. (Rachels 1975, 328)

Privacy and Society

When a rguing i n su pport o f a mo ral r ight to p rivacy a nd a rticulating i ts 
scope, mos t d iscussions em phasize p rivacy’s i mportance f or i ndividuals— 
their  personal well- being and relationships with others— and for its capacity 
to su pport o ther mo ral a nd p o liti cal r ights fi rmly ro oted i n l iberal, demo -
cratic traditions. Amid these discussions, however, have been a few per sis tent 
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voices calling attention to the social value of privacy; that is, the value of pri-
vacy to society. The argument put forth by po liti cal scientist Priscilla Regan 
in Legislating Privacy (1995) is the most thoroughly developed and innovative. 
In a fastidiously drawn history of approximately fi ve de cades of privacy regu-
lation in the United States, Regan lists case aft er case of well- justifi ed initia-
tives to protect privacy through legislation and rule making that have fallen 
by the wayside. These failures, according to Regan, are the result of associating 
privacy with the interests of individuals, which, in the end, are usually out-
weighed by countervailing social needs— dire or otherwise (e.g., business effi  -
ciency, national security, law enforcement, or economic prosperity). Further-
more, focusing on t he v alue of privacy for i ndividuals f ails to r ecognize i ts 
importance as (1) a common value, (2) a public value, and (3) a collective value.

Most p rivacy s cholars em phasize t hat t he i ndividual i s b etter off  if  privacy 
 exists; I argue that society is better off  as well when privacy exists. I maintain 
that privacy serves not just individual interests but common, public, and col-
lective purposes. I f privacy became le ss i mportant to o ne i ndividual i n one 
par tic u lar context, or even to several individuals in several contexts, it would 
still be important as a value because it serves other crucial functions beyond 
those that it performs for a par tic u lar individual. (Regan 1995, 221)

In claiming privacy to be a common value, Regan is not merely suggesting 
that it is valued by many individuals. She is claiming that in promoting the inte-
rests of many individuals, the par tic u lar types of interests and benefi ts that pri-
vacy b rings to i ndividuals t ranslate i nto a s ocietal g ood. Too oft en, societal 
goods a re seen to b e consonant w ith t he i nterests of corporate a nd govern-
mental organizations that mediate many critical aspects of life, such as medical 
care, education, fi nancial transactions, employment, and security; these orga-
nizations are hungry for information. Conversely, when we credit privacy with 
the role it plays in promoting values such as autonomy, human development, 
and freedom of thought and action, we stop at the good of the individuals. It is 
time, Re gan a rgues, to em phasize h ow c rucial t hese v alues— values suc h a s 
freedom of speech, association, and religion— are to t he fl ourishing of liberal 
societies. As such, privacy is to be grasped as a common value.

In claiming privacy as a public value, Regan has in mind the various ways 
it supports demo cratic po liti cal systems, particularly liberal democracies. First, 
it is constitutive of the rights of anonymous speech and freedom of associa-
tion, and is implicated in the institution of the secret ballot. Second, privacy 
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shields individuals against over- intrusive agents of government, particularly 
in spheres of life widely considered out of bounds. Third, inspired by the 
works o f Ha nnah A rendt, J ohn R awls, O scar G andy, a nd C arl F riedrichs, 
Regan (1995, 226– 227) argues that privacy allows people to separate and place 
in the background aspects of their private lives that generally distinguish them 
from others, suc h a s d istinctive preferences, p ersonal i nterests a nd relation-
ships, religious commitments, habits, hobbies, a nd tastes. As a r esult, when 
people come together in a public realm, they are able to place in the foreground 
what they have in common with their fellow citizens. This state of aff airs af-
fi rms their equality as citizens; equal consideration is given to o thers and is 
expected in return.

Although the various freedoms form a c ommon starting place, there is a 
diff erence between the collective value and public value of privacy. The for-
mer refers to the shared benefi ts of living in a society in which people develop 
distinctive personalities, can develop and express creativity, and are educated 
and i n de pen dent m inded. I n def ending t he p ublic v alue o f p rivacy, Re gan 
stresses its importance for key institutions of democracy such as the assump-
tion of autonomy in promoting healthy demo cratic elections, the assurance of 
a secret ballot, and the existence of a vibrant public realm.

In touting privacy a s a c ollective good, Regan i nvokes yet a t hird social 
dimension, that of privacy as a nonexcludable, indivisible collective good like 
clean air and national defense. In my view, Regan has a to ugher t ime estab-
lishing this connection than the other two, arguing that like other collective 
goods, privacy is best protected through public regulation rather than through 
mechanisms o f private ordering, n otably, a c ompetitive f ree ma rket. Eve n 
though many of the benefi ts of privacy accrue to individuals, just as those of 
clean a ir, t here a re t hree r easons w hy t he ma rketplace s olution f or p rivacy 
protection is not viable. First, there is little incentive to allow or facilitate par-
ticipation or desertion on an individual basis, as is required for a competitive 
free marketplace, because much of the value in personal information for cor-
porations and government actors lies in its completeness and because value of 
the end product is depleted by administrative overhead. Second, only a f rac-
tion of useful information is, in fact, provided with explicit consent of subjects; 
most of it is either yielded under terms that are eff ectively nonvoluntary, such 
as in the context of taxation, banking, and health care where full participa-
tion is required, or gleaned from secondary sources as by- products of transac-
tions or systems of monitoring. The ideal of a f ree ma rket exchange, which 
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requires openness and choice, is inimical to both these circumstances. Fi-
nally, in mediated communications systems, a key source of personal infor-
mation gathering, t he level of privacy i s a f unction of te chnical de sign a nd 
administration, such as the ability to track the geographic location of wireless 
callers or the ability to block Web cookies. Once these features are settled for 
the system as a  whole, it becomes diffi  cult, if not impossible, for individuals to 
determine a par tic u lar level for themselves.

Conclusion

This chapter off ered a brief overview of several key theoretical works on pri-
vacy that conceive of the value of privacy instrumentally in terms of its value 
to individuals, relationships, and society at large. One way to connect insights 
from these works to the mission of evaluating socio- technical threats is to study 
how the systems in question, in reducing levels of privacy, might be blocking or 
reducing the attainment of these other values.
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5 Privacy in Private

ONE OF THE CHIEF REASONS FOR UNCOVERING THE SOURCES OF 

moral legitimacy for privacy claims is to guide our responses to 
encounters with socio- technical systems. According to the theories surveyed 
in Chapter 4, the right to control information and to limit access— the right to 
privacy— is grounded in the cluster of values that privacy underwrites. When 
we formulate re sis tance (or capitulate) to sp ecifi c socio- technical systems, it 
is  frequently with reference to these values. However, there is another infl uen-
tial approach that derives privacy’s value from the role it plays in delineating a 
protected, private sphere for individuals. We can tease apart t wo strands in 
this approach, one a positive strand, the other, if you will, a negative one. The 
positive strand stresses t he importance to i ndividuals of a p rivate sphere or 
zone in which one is able to avoid scrutiny, approbation, accountability, and 
so forth, drawing on a similar set of assumptions and arguments to those re-
viewed in Chapter 4 . A r ight to ( informational) privacy, by imposing l imits 
on access to information, is one means of creating or asserting such a sphere. 
In other words, as before, we recognize privacy’s instrumental value but spe-
cifi cally focus  here on its role in circumscribing a private sphere.

The negative aspect of this thesis looks critically at a great deal of work on 
privacy, judging it to be overly inclusive. Legal scholar Tom Gerety concedes 
that privacy is important and worth protecting, but only once its conceptual 
sprawl has been radically trimmed. Focused predominantly on the legal con-
cept of privacy, Gerety asserts, “A legal concept will do us little good if it 
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expands like a gas to fi ll up the available space” (1997, 234). He holds that the 
eff ectiveness of privacy in legal discourse and practice has waned as a result of 
its becoming overbroad, vague, and burdened with incoherent requirements: 
“The doubt in this regard comes not from the concept’s meagerness but from 
its amplitude, for it has a protean capacity to be all things to all lawyers, and, 
as o ft en defi ned a nd def ended, i t l acks r eadily appa rent l imitations o f i ts 
own”  (p. 234). Gerety’s remedy is to reign in the concept, to snip away at 
meanings and applications that have cluttered it and allowed it to l each into 
areas and cases where it does not belong. To frame his proposal, Gerety taps 
into t he f amiliar private/public d ichotomy t hat p ervades p o liti cal a nd legal 
discourse: thus, privacy holds sway, or has prescriptive power, in the realm of 
the p rivate, b ut n ot i n t he r ealm o f t he p ublic. I n t aking t his s tep, G erety 
shares a path taken by a number of privacy scholars.

It is a path, moreover, even more pervasive outside the academy, where it is 
deeply eng rained i n p ublic p olicy, s erves a s a g uide i n t he c ourts, a nd i s a 
 reference point for government and commercial practices. Given the promi-
nence of t he public/private d ichotomy as t he basis for d istinguishing legiti-
mate privacy claims, its role in privacy discourse deserves closer scrutiny. The 
dichotomy itself, although both useful and well entrenched in legal and po liti-
cal thought, is the subject of ongoing study. There seems to be general agree-
ment, however, that although the terms private and public vary in meaning 
from one arena to another (and I take this assertion to be relatively uncontro-
versial among scholars in law and politics), they invariably demarcate a strict 
dichotomy. In some arenas, the term private signals the realms of the familial, 
the personal, or intimate relations, while the term public signals civic actions 
(e.g., the Habermasian “public sphere”) beyond the home and the personal. In 
other arenas, public invokes the realms of government and other public insti-
tutions i n c ontrast to t he r ealms o f p rivate c itizen a nd p rivate i nstitutions 
(such a s c orporations). I n t he a rena of l aw, private l aw generally ma rks t he 
realm o f p ractice enga ged i n s ettling s cores b etween a nd a mong p eople i n 
their private capacities, while public law generally covers disputes involving 
government actors and institutions.

Clearly, a family of concepts that have preoccupied great thinkers from 
Plato to Hannah Arendt cannot be adequately captured in a paragraph, but the 
need to s tay on course demands that we focus on those aspects of the public/
private dichotomy most relevant to privacy. For this purpose, Judith  DeCew’s 
characterization strikes a useful balance: “The public/private  distinction has 
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sometimes been taken to refl ect diff erences between the appropriate scope of 
government, as opposed to self- regulation by individuals. It has also been in-
terpreted to diff erentiate po liti cal and domestic spheres of life. These diverse 
linguistic descriptions capture overlapping, yet nonequivalent concepts. Nev-
ertheless they share the assumption that there is a boundary marking off  that 
which is private from that which is public” (1997, 10).

A symbiotic relationship has evolved between the private/public d istinc-
tion on the one hand, and privacy on the other. In one direction, privacy is 
invoked when fl eshing out distinctive characteristics of the private and public 
spheres, a s o ne o f t hose c haracteristics i s t hat t he p rivate sp here w arrants 
 protection against intrusion. In the other direction, according to scholars like 
Gerety, privacy protection applies in the private sphere a lone. Gerety is nei-
ther alone nor the fi rst scholar to assert this position. Dating well before con-
temporary a nxieties o ver te chnically me diated i ntrusions, t he n ineteeth- 
century British legal theorist James Fitzjames Stephen wrote in his treatise on 
law, “there is a sp here, nonetheless real because it is impossible to de fi ne its 
limits, w ithin w hich t he l aw a nd p ublic o pinion a re i ntruders l ikely to do 
more harm than good” (1873, 160). Samuel D. Warren and Louis D. Brandeis 
also recognized the need to protect the sanctity of the private sphere against 
unjustifi ed intrusions, asserting, “The general object in view is to protect the 
privacy of private life” (1890, 215).

A closer examination of this relationship reveals not just one, but at least 
three ways in which the private/public dichotomy has shaped the way privacy 
is defi ned, as well as the way it has been applied in prescribing behavior and 
policy. First, privacy functions as a p rotective barrier between behavior and 
policy, and calls into play the private/public distinction defi ned as a l ine be-
tween private individuals and government actors. Second, regarding the line 
between the po liti cal and domestic or personal spaces or realms, privacy pro-
tects what Warren and Brandeis might call t he sanctity of t he latter. Third, 
the private/public distinction is applied to information; privacy is called into 
play as a protection against access to private information. Each of these con-
tributions to the meaning of privacy is elaborated below.

Actors: Privacy and Government

Attention to p rivacy oft en c enters on its role as a p rotective barrier for pri-
vate citizens in relation to government: a robust right to privacy, in various 
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manifestations, is thought to tip the balance of power slightly more in favor of 
individuals by maintaining a distance between citizens and agents of govern-
ment. A mong t he checks a nd ba lances t hat a l iberal society sets in place to 
curtail governmental domination and tyranny are strict limits on incursions 
into the private lives of citizens. Accordingly, interest in privacy as a r ight of 
private individuals against the government gains traction from a considerable 
body of po liti cal scholarship in the liberal, demo cratic tradition. The checks 
and balances that constitute the right to privacy against government, such as 
limiting surveillance and placing restrictions on access to personal rec ords, 
function to c urtail suc h e vils a s g overnment i ntimidation a nd to talitarian- 
style i ncursions i nto p rivate l ife. T he u pshot i s w ell- deserved a ttention to 
privacy of private i ndividuals i n relation to g overnment t hat ma nifests i n a 
variety of ways, including a s et of principles that informs the design of gov-
ernment institutions as well as a c omplex and highly developed body of law 
and regulation.

One source of legal protection against government intrusion is the U.S. Con-
stitution. The Constitution, whose draft  ers  were infl uenced by En glish common 
law and the historical canon of po liti cal philosophy that has inspired democ-
racies worldwide, sets out fundamental principles defi ning and l imiting t he 
powers of government. Some of the most important r ights and l iberties for 
individual citizens in relation to government are developed in the set of con-
stitutional amendments that form the Bill of Rights. Despite the fact that the 
term privacy i s n owhere e xplicitly u sed, p rivacy p rotection i s emb odied i n 
several of these amendments. In legal scholarship and case law the amend-
ments most frequently cited as evidence of Constitution- based protection for 
privacy a re t he First (concerning f reedoms of speech, religion, a nd a ssocia-
tion), Third (protection against compulsory quartering of soldiers in private 
homes), F ourth (a me a sure a gainst u nreasonable s earch a nd s eizure), F ift h 
(protection a gainst s elf- incrimination), N inth ( general l iberties), a nd F our-
teenth (protecting personal liberties against state action) (Regan 1995; Cohen 
1996; Froomkin 2003; Solove 2004).

Not all protection of citizens in relation to government, however, is rooted 
in t he C onstitution. O ther s afeguards have b een emb odied i n federal, s tate, 
and local s tatutes, w hich  were i nitially prompted by t he sp ike i n i nterest i n 
privacy i n t he m id- 1960s w hen e scalating u se b y g overnment a gencies (and 
others) of computerized databases for administrative and statistical purposes 
became a to pic of intense scrutiny in Congress; t he media; a nd t he pop u lar, 
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trade, and scholarly presses. According to Priscilla Regan’s detailed account of 
privacy policy in the de cades leading up to the 1990s, one of the key provoca-
tions was a proposal in 1965 by the Social Science Research Council to c reate 
a  federal d ata c enter, a c entral r epository t hat would c oordinate t he u ses o f 
government- held personal information. Intense deliberations across a variety 
of public forums ultimately reached a resting place with passage of the Privacy 
Act of 1974. The act placed signifi cant limits on the collection, use, and trans-
mission of personal information by federal agencies, although, in an omission 
that disappointed privacy advocates and ignored the recommendations of the 
secretary’s committee, it did not incorporate the private sector in its scope.

To pursue the central concern with the private/public dichotomy, it is nec-
essary to step away from this historical narrative to focus on the eff orts that 
drove some of the more successful attempts during that period to protect pri-
vacy through legislation. (Readers interested in following up on the detailed 
narrative of privacy regulation during this period will fi nd Regan’s [1995] as-
tute account well worth consulting.) In par tic u lar, one unifying theme seems 
to have been a principled commitment to maintain a check on government 
in the name of individual autonomy and liberty. From the 1950s until the end 
of the Cold War, regimes in the East loomed vividly in public consciousness, 
and fi ctional c onstructions l ike G eorge O rwell’s B ig B rother i n 1984  were 
lively in t he public imagination. Moves to p rotect privacy a gainst govern-
ment intrusion could be convincingly portrayed as insurance against totali-
tarian tendencies such as these.

Although the rhetoric of “keeping government in check” was successfully 
parlayed into privacy protection, the more generalized rhetoric of leveling the 
playing fi eld was not quite as successful, at least during the active period of 
the 1960s a nd 1970s. As mentioned previously, in response to growing public 
anxiety, the secretary of the U.S. Department of Health, Education, and Wel-
fare formed an Advisory Committee on Automated Personal Data Systems in 
1972 to evaluate the use of computerized record- keeping systems and develop 
policy guidelines for them (Center for Democracy and Technology 2000). The 
resulting landmark report, Rec ords, Computers, and the Rights of Citizens, on 
the impacts o f c omputerized record- keeping on individuals, organizations, 
and society as a  whole (U.S. Department of Health, Education, and Welfare 
1973), stressed the need to protect privacy as a powerful mechanism for level-
ing t he p laying fi eld i n t he g rossly u nequal pa irings o f t he s tate (and s tate 
 actors) with individual citizens, and individual citizens with large institutions 
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of t he private s ector (e.g., i nsurance c ompanies, ba nks, a nd o ther fi nancial 
and commercial institutions). Warning that “the net eff ect of computerization 
is that it is becoming much easier for record- keeping systems to aff ect people 
than for  p eople to  a ff ect r ecord- keeping s ystems,” t he c ommittee r ecom-
mended that “[a]lthough there is nothing inherently unfair in trading some 
mea sure of privacy for a benefi t, both parties to the exchange should partici-
pate in setting the terms” (U.S. Department of Health, Education, and Wel-
fare 1973). The proposed framework for mutual participation in “setting the 
terms” was the Code of Fair Information Practices, whose fi ve principles in-
cluded forbidding secret databases, requiring that people know what rec ords 
are ke pt a bout t hem, requiring a s tatement of c lear purpose a nd c onsent i f 
purposes s hift , r equiring t he a bility to c orrect a nd a mend, a nd en joining 
 adequate security and reliability. Intended as a set of guidelines for powerful 
organizations across t he board, t he code as embodied in t he Privacy Act of 
1974 applied only to agencies of the federal government.

This s ection e xplores just one of t he w ays t he private/public d istinction 
functions in legitimating a right to privacy. In par tic u lar, as a distinction be-
tween actors— private versus public or government actors— it draws on nor-
mative p rinciples emb odied i n l iberal demo cracies t hat p rescribe l imits o n 
incursions into the lives of individuals by agents of government. Although the 
infl uence of the dichotomy is evident in other forms, it continues, to the pres-
ent day, as one of the key infl uences defi ning privacy protections in relation 
to government actors. Contemporaneously with the writing of this book, for 
example, has been the unfolding of intensive scrutiny of the Bush administra-
tion over monitoring U.S. citizens’ phone and fi nancial rec ords and tracking 
their t ravel a nd o ther ac tivities ( Lichtblau a nd Sha ne 2 006; S anger 2 006; 
“Spying On” 2007).

Realms: Private Versus Public

Another way that the private/public dichotomy has both guided and limited 
the n ormative s cope o f p rivacy i s a s a d ichotomy o f spac es— not o nly g eo-
graph i cally defi ned spaces, but abstractly conceived realms, spheres, or do -
mains ( Curry 2 002, 502). G eneralizing f rom t he a ge- old ma xim, “ a ma n’s 
home is his castle,” the dichotomy recognizes the sanctity of certain private or 
personal realms where people a re sovereign, where t hey may dema nd to b e 
shielded f rom t he g aze of  ot hers, f rom s urveillance, a nd f rom u nwanted 
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 intrusions. Serving as a f ramework for privacy, this interpretation of the di-
chotomy is adopted by scholars, such as the po liti cal scientist Carl Friedrichs, 
when claiming the purpose of legal privacy protections “primarily [as] that of 
protecting the private sphere against intruders, whether government or not” 
(Friedrichs 1971, 105). P hi los o pher Rob ert G erstein, e choing l egal s cholar 
Charles Fried a nd phi los o pher James R achels, contends t hat z ones of “ inti-
macy si mply could not exist u nless people had t he opportunity for privacy. 
Excluding o utsiders a nd r esenting t heir u ninvited i ntrusions a re e ssential 
parts o f ha ving i ntimate r elationships” ( 1984, 2 71). F erdinand S choeman 
also asserts a distinct zone of life that warrants privacy protection: “one’s pri-
vate sphere in some sense can be equated w ith t hose areas of a p erson’s l ife 
which are considered intimate or innermost” (1984, 412); privacy’s purpose is 
to insulate “individual objectives from social scrutiny. Social scrutiny can 
generally be expected to move individuals in the direction of the socially use-
ful. P rivacy i nsulates p eople f rom t his k ind o f ac countability a nd t hereby 
protects the realm of the personal” (p. 415).

Law a nd p olicy have u nequivocally ac knowledged t he need for sp ecifi c 
protections f or d istinct z ones. Wi thin t he B ill o f R ights, t he T hird a nd 
Fourth amendments, for example, defi ne limits on access to the home by the 
government—whether quartering soldiers in the Third, or securing it against 
unreasonable s earch a nd s eizure i n t he F ourth. T he F ourth A mendment, 
 particularly, has featured in countless cases accusing government actors (fre-
quently l aw en forcement a gents) o f ha ving i llegitimately b reached p rivate 
 domains. It should be noted, however, that Constitutionally defi ned private 
domains include not only home and personal eff ects, but also certain areas of 
life suc h a s f amily, “conscience,” c ommunications, s exual a nd ma rital r ela-
tions, and reproduction.

Although the U.S. Constitution provides protection for individuals against 
agents of government, other laws and policies maintain the integrity of these 
private z ones a gainst p rivate ac tors a s w ell. I n t he rh etorical fl ourish with 
which Warren and Brandeis conclude their article, they call for the expansion 
of a p rivacy to rt t hat w ould c learly r ecognize b road- based p rotections o f a 
private z one a gainst i ntrusion: “ The c ommon l aw ha s a lways r ecognized a 
man’s  house as his castle, impregnable, oft en, even to its own offi  cers engaged 
in t he e xecution of i ts c ommands. Sha ll t he c ourts t hus c lose t he f ront en-
trance to constituted authority, and open wide the back door to idle or pruri-
ent curiosity?” (1890, 90).
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Seventy years later, in an article that remains infl uential to this day, Wil-
liam Prosser, a leading expert in the law of torts, surveyed court decisions in 
the sprawling array of cases generated by the tort of privacy and found that 
four torts could be distinguished among them. Of the four, one in par tic u lar, 
intrusion upon seclusion, a ssumes a d ichotomy of spheres, i ncluding a p er-
sonal sphere to which access is permitted only by consent. As with Constitu-
tional protections, Prosser allows that this personal sphere need not be geo-
graph i cally specifi ed b ut n ormatively de fi ned: “ It i s c lear . . .  that t he t hing 
into which there is prying or intrusion must be, and be entitled to be, private” 
(1960, 391). Textbook cases have included a hospital room in which a woman is 
giving birth, a h ome, a h otel room, a s tateroom in a s teamboat, a c onversa-
tion, and boundaries defi ned by the physical body (pp. 389– 392). The remain-
ing privacy torts that Prosser identifi ed include false light and appropriation 
of name or likeness, which will not be discussed  here, and public disclosure of 
private facts, the subject of the following section.

Information: Private Versus Public

A t hird w ay t he p ublic/private d ichotomy i s c alled i nto p lay to de fi ne the 
scope and extent of privacy protection is in the realm of information. Accord-
ingly, i nformation (or following P rosser, “ facts”) i s ei ther private or public; 
privacy protection extends to private information only. Delimiting the scope 
of privacy protection in this way is an approach taken in arenas of policy and 
legal practice, extensively supported in scholarship, and regularly assumed as 
an or ga niz ing principle in public deliberations.

Consider s ome o f t he ma ny i nstances i n w hich l aw a nd p olicy i n t he 
United States refl ect a commitment to this dichotomy of information: the Fam-
ily Education Rights and Privacy Act of 1974 (FERPA, known as the Buckley 
Amendment), protecting the privacy of educational rec ords; the Right to Fi-
nancial Privacy Act of 1978, protecting information about fi nancial holdings; 
the Video P rivacy P rotection Act of 1988, restricting ac cess to a nd t he d is-
semination of video rental rec ords; and the Health Insurance Portability and 
Accountability Act of 1996 (HIPAA), with privacy rules developed by the 
U.S. Department of Health and Human Ser vices regulating the fl ow of medi-
cal rec ords. In the common law, Warren and Brandeis sought restrictions on 
access to a nd publication of information about “the private l ife, habits, acts, 
and r elations o f a n i ndividual” ( 1890, 2 16), w hich l ater emerg ed a s o ne o f 
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Prosser’s four privacy torts protecting against access to and revelation of “em-
barrassing private f acts a bout [a] p laintiff ” ( 1960, 389). To qu alify for relief 
under t his tort, one of t he key conditions i s t hat “ the facts d isclosed to t he 
public must be private facts, and not public ones. Certainly no one can com-
plain w hen p ublicity i s g iven to i nformation a bout h im w hich h e h imself 
leaves open to the public eye, such as the appearance of the  house in which he 
lives, or to the business in which he is engaged” (p. 394).

A n umber o f infl uential p hilosophical ac counts o f p rivacy ha ve s ought 
to delineate reasonable boundaries for the extent of its protection by means of 
the p ublic/private d ichotomy. C harles Fried (1968), w ho su ggested t hat p ri-
vacy is a n ecessary condition for love, f riendship, and trust, endorses that a 
limit be placed on the moral and legal right to p rivacy. This right, which he 
defi nes as a right to control information about oneself, applies not to all infor-
mation but only to a special class of personal information. According to Fried, 
prevailing social order “designates certain areas, intrinsically no more private 
than other areas, as symbolic of the  whole institution of privacy, and thus de-
serving of protection beyond t heir pa r tic u lar i mportance” (1968, 4 87). Nar-
rowing the scope in this way still leaves suffi  cient “currency” to d iff erentiate 
among relationships of d iff ering degrees of i ntimacy: “ The most i mportant 
thing is that there be some information which is protected” (p. 487). Fried’s 
rationale for restricting the scope of a right to privacy is to minimize interfer-
ence with other social and legal values that might be threatened if it  were not 
curbed; the “inevitable fact that privacy is gravely compromised by any con-
crete social system” is due to “the inevitably and utterly just exercise of rights 
by others” (p. 493).

Other noteworthy philosophical accounts of a r ight to p rivacy that l imit 
the scope of its application to a p rivileged class of personal information in-
clude those of William Parent, Raymond Wacks, and Tom Gerety. Parent de-
fi nes privacy as “the condition of not having undocumented personal knowl-
edge about one possessed by others. A person’s privacy is diminished exactly 
to t he de gree t hat o thers p ossess t his k ind o f k nowledge a bout h im” (1983, 
269). Parent delimits the scope of privacy in two ways. First, to personal infor-
mation only, by which Parent means “facts which most persons in a given so-
ciety choose not to reveal about themselves (except to close friends, family) or 
facts about which a par tic u lar individual is acutely sensitive” (p. 270). In con-
temporary America, Parent speculates, this usually covers “facts about a per-
son’s sexual preferences, drinking or drug habits, income, the state of his or 
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her marriage and health” (p. 270). Second, a r ight to p rivacy in information 
requires that the information in question be undocumented, by which Parent 
means that it has not appeared or been published in a “newspaper, court pro-
ceedings, a nd o ther offi  cial do cuments o pen to p ublic i nspection” ( p. 270). 
This second requirement taps into the private/public distinction as it applies 
not only to information but, as discussed in the previous section, to domains, 
requiring not only that the information be private (or personal) but also that 
it should not have been reported in a publicly accessible document.

Raymond Wacks, a B ritish legal phi los o pher whose work is d iscussed in 
chapter 6 i n g reater de tail, c ontends “ that a t t he c ore o f t he preoccupation 
with the right to privacy is protection against the misuse of personal, sensitive 
 information” (1989, 10). For Wacks, t he ke y to de termining w hether privacy 
has been violated is determining whether “ ‘private facts’ about the individual 
are respectively published, intruded upon, or misused” (p. 22). Gerety, claim-
ing that an all- encompassing defi nition such as Alan Westin’s (that “on its face 
includes all control over all information about oneself, one’s group, one’s insti-
tution”) is too hopelessly vague, concludes that a viable legal right to privacy be 
limited to “ an autonomy or c ontrol over t he i ntimacies of p ersonal identity. 
Autonomy, identity, and intimacy are all necessary (and together normally suf-
fi cient) for the proper invocation of the concept of privacy” (1997, 226).

Interactions, Gray Areas, and Applications

Whether one believes privacy to b e control over information or a l imitation 
on t he de gree o f ac cess to i nformation, t he t ask r emains to del ineate t he 
 extent and boundaries of a morally legitimate claim to it. In Chapter 4, an ap-
proach that traces necessary and contingent links between privacy and other 
fundamental human values was discussed. These l inks defi ne privacy’s own 
value a nd g ive moral weight to i ts c laims. T he approaches su rveyed i n t his 
chapter, however, take a diff erent tack, resorting to the private/public dichot-
omy a s a f ramework for d iscerning l egitimacy: p rivacy i n p rivate w arrants 
protection, otherwise its status is unclear. As far as I k now, a p oint not else-
where explicitly noted or fully appreciated is that accounts in this class may 
further be distinguished according to their interpretations of the private/pub-
lic distinction, whether primarily in terms of actors, realms, or information. 
Therefore, to conclude this chapter, I examine some interesting interactions 
among these interpretations, as well as consequential ambiguities.
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The t hree w ays t hat t he p rivate/public d ichotomy shap es t he de fi nition 
and scope of a right to privacy are to be understood as conceptually in de pen-
dent; however, they may factor into concrete cases in various combinations. 
In c ases o f a p erson p eering i nto s omeone’s b edroom w indow, o r a p olice 
wiretap connected to a suspect’s telephone line, there are at least two poten-
tial sources of privacy violation. One is due to breaches of the two private do-
mains. A s econd is due to t he content of what may have been seen or heard; 
that is, information that might have been personal and sensitive— the subject 
undressing or discussing medical problems— or it might have been perfectly 
mundane a nd i mpersonal. I t ma y b e u nclear w hich o f t hese d imensions 
 prevails: Does the status of the information in question trump the status of 
realm, or vice versa? Parent (1983) requires that both dimensions be given 
equal consideration— that private information must have been taken from a 
private domain (i.e., never before revealed or documented in public). Other 
theories are incomplete in this regard and do not defi ne their stances on inter-
actions among the three dimensions. This lacuna can regularly become a seri-
ous one when parties, unguided, arrive at confl icting viewpoints, sometimes 
enacted in courtroom struggles.

Teasing apart these three dimensions of the private/public dichotomy can 
shed l ight on s everal o f t he f amous Fourth A mendment c ases c ited i n d is-
cussions of privacy. The in de pen dence of realms (or space) from content was 
clearly endorsed in cases about— of all things— garbage. The courts have con-
sistently found that garbage itself does not warrant a place in the category of 
“personal eff ects,” but is protected if located within spaces recognized as pri-
vate (within the “curtilage”). In California v. Greenwood (1998), for example, 
a case that has served as pre ce dent for many that followed, the U.S. Supreme 
Court c oncluded: “[a]ccordingly, having de posited t heir ga rbage i n a n a rea 
particularly suited for public inspection and, in a manner of speaking, public 
consumption, for the express purpose of having strangers take it, respondents 
could have had no reasonable expectation of privacy in the inculpatory items 
that they discarded” (37; see also LaFave 1996, 603). In other words, the Court 
agreed that people have no privacy interests in the content or constitution of 
their garbage but that such interests are a function only of location— whether 
inside or outside of what is considered a person’s private domain. Thus, courts 
are, in eff ect, recognizing t he i n de pen dence of t hese t wo d imensions of t he 
private/public d ichotomy, a s well a s, i n t his c ase, privileging t he spatial d i-
mension over content.
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Skirmishes a mong s takeholders w ith c ompeting i nterests have a risen i n 
the wake of policy shift s that have made evident the in de pen dence of the di-
mensions. In one case, the Individual Reference Ser vices Group, Inc. (IRSG), 
an i ndustry a ssociation of i nformation brokers a nd credit bureaus, brought 
suit against the Federal Trade Commission (FTC), challenging new adminis-
trative rules draft ed by the FTC. This followed passage of the Federal Finan-
cial Modernization Act (also known as the Gramm- Leach- Bliley Act of 1999), 
which, among other matters, redrew conditions under which fi nancial insti-
tutions disclosed nonpublic personal information about consumers. In carry-
ing o ut C ongressional ma ndates a nd f ormulating de tailed ad ministrative 
rules, the FTC shift ed the designation of “credit headers” from public to non-
public (FTC 2000). Previously, u nder t he Fair Credit Reporting Act (FCRA 
1992), c redit h eader inf ormation, in cluding n ame, a ddress, s ocial s ecurity 
number, and phone number, which happened to be listed at the “head” or top 
of a person’s credit record, was not subject to the restrictions FCRA imposed 
on the collection, use, and dissemination of fi nancial information. This shift  
meant t hat t he header section of a c redit record, which had i mplicitly been 
understood as a public zone with all of its contents up for grabs, could no lon-
ger be designated as such. Members of the IRSG  were indignant that header 
information, n ow f alling u nder t he a mbit o f t he r ules, c ould n o l onger b e 
freely t raded w ith o ne a nother a nd o ther i nterested pa rties, suc h a s d irect 
marketers.

It may not be surprising, but still worth noting, that the line dividing pub-
lic and private, for any of the three dimensions, is neither static nor universal. 
For instance, consider FERPA’s switch in status of student rec ords from public 
to private. In so doing it prohibited disclosure of student information, such as 
per for mance and staff  recommendations, without the explicit permission of 
students and their parents. It also distinguished practices in the United States 
from those in other countries that regularly allow for public dissemination of 
student grades. Sometimes a s witchover can occur as a r esult of a p ublic 
incident and an examination of public sentiment, whether or not followed 
by legislation. T his w as t he pattern of e vents a ft er a  newspaper published 
the videotape rental rec ords of Robert Bork, then- nominee for the Supreme 
Court. Congress acted swift ly, pa ssing t he Video P rivacy P rotection Act of 
1988 to switch the status of video rental rec ords from public to private (Elec-
tronic Privacy Information Center 2002; see Regan 1995 for a more complete 
discussion). A s witchover i n t he opposite d irection occurred w ith “Megan’s 
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Law,” a 1999 amendment to t he 1994 Jacob Wetterling Crimes Against Chil-
dren and Sexually Violent Off ender Registration Act requiring local law en-
forcement to make information about perpetrators of sexual off ences against 
minors more vigorously publicized (e.g., requiring that neighbors be explic-
itly not ifi ed) a nd more comprehensive (e.g., publishing off enders’ residen-
tial addresses) than before. Historically, one of the most signifi cant switches 
was accomplished in 1967, when the U.S. Supreme Court overturned the 1928 
 ruling in Olmstead v. United States. Whereas in Olmstead t he Court found 
that w iretapping t he telephone c onversations o f a su spected b ootlegger d id 
not constitute an illegal breach of a private sphere (1928, 466), in Katz v. 
United States (1967) the Court found that the Federal Bureau of Investigation 
(FBI) had acted illegally in attaching a bugging device to a telephone booth to 
gather evidence on a su spected gambling operation. Framing this landmark 
ruling in terms of the dichotomy of realms, it can be understood as eff ectively 
transforming telephone conversation into a constitutionally protected private 
zone (1967, 359).

One can now see more clearly why new information technologies, such as 
many of those described in Part I, are so disorienting as they reveal the in-
constancy of boundaries and fuzziness of defi nitions. In the workplace, for ex-
ample, t here ha s b een a c omplete r eversal i n t he s tatus o f employee online 
activity from the early 1990s, when the “space” of e-mail, Internet, and Web 
usage was conceived as personal and inviolate, to t he present day, when it is 
widely accepted (some anticipate soon to be mandated) as open to monitoring 
by employers and their representatives. Except in a few philosophical discus-
sions, there has been little public opposition to court decisions that have con-
sistently f ound t hat b usinesses’ o r s ystems’ o wn ers c laims to c ontrol a nd 
monitor usage of their servers trump the privacy claims of their employees. 
These fi ndings seem to have resulted in the shift  of presumption in favor of 
monitoring employee e-mail and Web surfi ng (Cohen 2000).

A few more examples i llustrate the continuing debate over line- drawing. 
One i s t he ongoing t ussle over online space both i n relation to g overnment 
law enforcement a nd security agencies a nd i n relation to p rivate ac tors l ike 
online advertisers, as each assumes an entitlement to en ter into agreements 
with private Internet Ser vice Providers (ISPs) in order to monitor identifi able 
clickstream data. It remains unclear whether systems like the FBI’s Carnivore 
soft ware, installed at ISP access points for purposes of analyzing incoming and 
outgoing traffi  c, violates Fourth Amendment protections. Another tussle over 
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line- drawing, arising in the wake of the September 11, 2001, attacks, has been 
sparked by executive rules and laws such as the USA PATRIOT Act that give 
government agencies greater leeway to infi ltrate a broad variety of zones pre-
viously c onsidered private, i ncluding ba nk a nd telephone rec ords a nd e ven 
library lending rec ords (Lichtblau a nd R isen 2005). Finally, t here i s t he u n-
settled c ontroversy o ver w hether w hat p eople p ost o n s ocial n etwork si tes 
constitutes private or public information (because it is available unprotected 
over the public Web). The framework of contextual integrity I present in Part 
III does not take sides in these controversial line- drawing exercises; rather, it 
reveals them to be symptoms of the deeper problem of invoking the private/
public dichotomy to inform our understanding of privacy.

Conclusion

This chapter has discussed approaches to defi ning and delineating a r ight to 
privacy that a lign it with the public/private dichotomy. Generally, a r ight to 
privacy is associated with the private. Privacy is associated with not one but 
three dimensions of the public/private distinction: (1) the dimension of actors, 
divided i nto g overnment a nd p rivate ac tors; ( 2) t he d imension o f r ealm, 
 including space, which can be divided into the public and the private; and 
(3) the dimension of information, which can be divided into the public and 
the p ersonal. I n philosophical a nd l egal w ritings i n w hich t his approach i s 
taken, and in t he court rulings, law, and policy t hat incorporate it, one can 
usually detect an emphasis on one or the other of these dimensions, but for 
the most part the dimensions are not explicitly recognized and are sometimes 
confl ated, resulting in disputes and controversies.
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6 Puzzles, Paradoxes, and Privacy in Public

IN CHAPTERS 4 AND 5 I DESCRIBED, IN BROAD BRUSHSTROKES, A FEW 

of t he e xemplary t heoretical w orks r epresenting t wo g eneral ap -
proaches to defi ning a mo rally and po liti cally defensible r ight to p rivacy. In 
this chapter I evaluate their general contributions and shortcomings. It is im-
portant, however, to qualify the nature of this evaluation: it is off ered not as a 
detailed assessment of all aspects of these theories and approaches, but is fo-
cused o n t he qu ality o f g uidance t hey off er i n add ressing t he b ewildering 
 array of socio- technical systems a nd practices t hat individually a nd in su m 
portend a radical erosion of privacy. The focus, therefore, is on their practical 
merits a nd t he s tructure of reasons t hey i ncorporate for d istinguishing t he 
morally a nd po liti cally acceptable f rom t he unacceptable systems a nd prac-
tices t hat u nrelentingly enter our l ives a nd a lter, shap e, a nd me diate s ocial 
experiences. The conclusion I reach is that they fall short on various fronts.

The shortcomings of these approaches are manifested in various ways but 
most i mportantly i n n ot b eing a ble to p rovide su ffi  ciently fi nely t uned re -
sponses to many of the challenges to privacy posed by these systems and prac-
tices. New practices, in some cases, are met with great anxiety and re sis tance 
yet do not register as privacy violations; in other cases they may, according to 
theory, r egister a s p rivacy v iolations b ut, b y o ther me a sures o r i n p ractice, 
may se em u nproblematic. C ertain t heories r espond i n h eavy- handed wa ys, 
with insuffi  cient sensitivity to signifi cant details, not because their principles 
and theses are wrong but because they are “ blind” to r elevant elements and 
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diff erences. These direct and indirect challenges to predominant approaches 
to privacy are grouped into three clusters. The fi rst calls attention to the per-
sis tent puzzles a nd pa radoxes confronting a ny account of privacy, to w hich 
existing approaches seem unable to provide adequate responses. The second 
questions how well existing approaches, particularly those that attribute value 
to privacy based on its functional relation to other important values, are able 
to meet challenges posed by countervailing values. The third points to d iffi  -
culties inherent in any defi nition of a r ight to privacy whose contours follow 
the private/public dichotomy.

Puzzles and Paradoxes

Imagine a debate between a privacy skeptic on the one side and, on the other 
side, a p roponent of a ny of t he t heories t hat reserve a n i mportant place for 
privacy among the social, moral, and legal values worthy of vigorous protec-
tion. T he s keptic d raws a ttention to s everal p oints t hat w eigh a gainst t he 
proponent’s vision.

One i s a pa radox, a s tark c ontradiction a t w hose h eart i s t his: p eople 
 appear to w ant and value privacy, yet simultaneously appear not to v alue or 
want it. Those who support vigorous protection point to c ountless polls and 
surveys in which people express the importance of privacy, how worried and 
indignant they are over its erosion, and how dissatisfi ed and suspicious they 
are about current levels of protection. In 1998, for example, 94 percent of people 
responded “somewhat” o r “v ery” to t he que stion: “ How c oncerned a re yo u 
about t hreats to yo ur personal privacy i n A merica today?” (Louis Ha rris & 
Associates and Westin 1998). In 1990, 79 percent of respondents agreed that if 
the Declaration of In de pen dence  were rewritten today they would be willing 
to add “privacy” alongside “life, liberty, and the pursuit of happiness” (Louis 
Harris & Associates 1990). Eighty- fi ve percent of respondents in a survey con-
ducted by the Pew Internet and American Life Project said they  were “very” 
or “somewhat” concerned about “businesses and people you don’t know get-
ting p ersonal i nformation a bout yo u a nd yo ur f amily,” a nd 54 p ercent ob -
jected to Internet tracking (Fox et al. 2000). In a 2003 University of Pennsyl-
vania s tudy, 86 p ercent o f r espondents su pported a l aw t hat w ould g ive 
individuals the right to c ontrol how Web sites use their information (Turow 
2003); in a 2003 Harris Poll the majority of respondents maintained that it is 
extremely i mportant to b e i n c ontrol o f w ho c an g et p ersonal i nformation 
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(Harris Interactive 2003); in November of the same year, 95 percent of respon-
dents indicated that they  were “highly concerned with websites’ collection of 
personal i nformation” ( Kandra a nd B rant 2 003); a nd a 2 002 p oll r ecorded 
83 percent of respondents willing to end business dealings with a company if the 
company misused customer information (Krane, Light, and Gravitch 2002).

Privacy s keptics a re u nimpressed w ith t hese su rvey r esponses. W hat 
people do counts more than what they say, and what they do expresses quite 
the opposite of what is indicated by the polls. In almost all situations in which 
people m ust c hoose b etween p rivacy a nd j ust a bout a ny o ther g ood, t hey 
choose the other good. The l ist is long: credit cards over cash, E-ZPass over 
traditional toll payments, discount shoppers’ cards over cash, subscriptions to 
caller ID over call blocking, traceable search engines over self- directed Web 
surfi ng, and so forth. People choose the options that off er con ve nience, speedy 
passage, fi nancial savings, connectivity, and safety rather than those that off er 
privacy. Only 20 percent of people claim to read privacy policies “most of the 
time” (TRUSTe and TNS 2006) and even fewer complain about these policies: 
only 7 p ercent, ac cording to a PCWorld su rvey ( Kandra a nd B rant 2 003). 
On these grounds, computer scientist Calvin Gottlieb concludes, “I now be-
lieve that most of the populace really does not care all that much about pri-
vacy, a lthough, when prompted, many voice privacy concerns. The real rea-
son that the trade- off s referred to above have been made, have been possible, 
is that they are in line with the wishes of the large majority of the population” 
(1996, 161). Citing all the above as evidence, skeptics would have us conclude 
that people’s actions convey the message loudly and clearly that privacy is not 
of great value aft er all; or, at least not of comparable value to other goods.

Countering this logic, privacy advocates argue that what skeptics claim to 
be choices are not truly choices, not truly del iberate or f ree. One reason for 
this is that people oft en are not fully aware that at certain critical junctures 
information is being gathered or recorded. Nor do they fully grasp the impli-
cations of the informational ecol ogy in which they choose and act. Some claim 
that it is unfair to cha racterize a ch oice as deliberate when the a lternative is 
not really v iable; for instance, that l ife without a c redit card, without a tel e-
phone, or without search engines requires an unreasonable sacrifi ce. There is 
evidence that goes partway to confi rming this reasoning. A study conducted 
in early 2003 revealed that 57 percent of those polled believed that if a com-
pany has a privacy policy it will not share information with other entities, and 
that 59 percent  were unaware that Web sites collect information even if there 
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is n o r egistration r equirement o n t he si te— both f alse a ssumptions (Turow 
2003). A nother su rvey, published i n 2005, i ndicated p er sis tent ig norance: a 
signifi cant majority of the respondents believed that the presence of a privacy 
policy on a Web site means that the company cannot sell customers’ informa-
tion (75 percent); that banks are barred by law from selling personal informa-
tion without permission (73 percent); and that supermarkets are barred by law 
from s elling c ustomer d ata (64 p ercent). Fu rthermore, 4 7 p ercent b elieved 
that online merchants give consumers an opportunity to see their own data— 
again, a ll false statements (Turow, Feldman, and Meltzer 2005). Moreover, a 
study c onducted b y a te am o f r esearchers a t C arnegie M ellon U niversity 
brings to l ight ke y v ariables a ff ecting p eople’s i nformation- sharing t enden-
cies. In one of the few empirical studies of privacy behaviors (as opposed to 
attitude surveys and polls), a controlled investigation demonstrated that when 
online merchants’ privacy policies are made salient, consumers prefer to pur-
chase from those with better privacy policies even if, in some instances, this 
means paying more for the goods (Tsai et al. 2007, 35).

Proponents o f a r ight to p rivacy t hat i s l imited i n s cope to t he p rivate 
spheres o f l ife, a s d iscussed i n C hapter 5, m ight f ollow t he deba te b etween 
skeptics a nd advocates a bout tol l p lazas a nd shoppers’ c ards w ith a n a ir of 
detached superiority. Thus far, they would agree with the skeptics, though for 
diff erent reasons: the problem is not that people do not care about privacy; the 
problem is in assuming that privacy extends over such a wide range.

Skeptics point out another phenomenon that belies people’s deep concerns 
with privacy, w hat one m ight c all “media e xhibitionism.” People a re ready, 
even eager, to bear their souls to the world. These trends have been clearly evi-
dent for many years in many mainstream tele vi sion talk shows, whose 
guests— both celebrities and ordinary folks— share lurid details of their per-
sonal lives and intimate relationships. In many reality shows, contestants, of-
ten o rdinary p eople, v ie f or t he c hance to l ive o r c ompete i n f ull v iew o f 
 millions; and their audiences exhibit seemingly unlimited appetites for such 
entertainment. I n w hat c ould b e c alled “ new me dia e xhibitionism,” t hese 
trends have demo cratized, expressing themselves in a variety of forms online. 
In 1996, Jennifer Ringley, a pioneer of this genre, set up a Web cam in her dor-
mitory room at Dickinson College in Pennsylvania. The camera posted uned-
ited images of her to her Web site, Jennicam .org (later Jennicam .com), which 
 were refreshed every few minutes. R ingley’s Jennicam, which predated even 
early reality tele vi sion shows such as “Big Brother” and “Survivor,” inspired 
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many others (“camgirls”) to follow suit (Allen 2001; Wikipedia Contributors 
2006b). Beyond the Web cam genre, other revelatory forms of self- expression 
have emerged i n blogs, p ersonal Web si tes, a nd, a s d iscussed i n C hapter 3, 
social networking sites (such as MySpace .com a nd Facebook .com). In a ll of 
these, the skeptic argues, no matter what people say about their desire for pri-
vacy, they reveal little regard for privacy in what they do. Clear evidence is the 
abandon w ith w hich m illions o f u sers o f a ll a ges a nd demog raphics f rom 
around the world disclose, with abandon, personal and sensitive information 
(Barnes 2006; Edwards and Brown 2009).

Further evidence that privacy does not rise to the height of other core val-
ues, such as those embodied in the U.S. Constitution, is its great variability, 
or relativity, across historical periods, societies, and even individuals. What 
might Samuel Warren and Louis Brandeis, whose indignation was ignited by 
uninvited p hotographers p ublishing snapsh ots o f p rivate s ocial ga therings, 
say about contemporary forms of media and new media exhibitionism? How 
does one who claims for privacy the status of a fundamental, universal human 
right account for vast diff erences among societies, communities, cultures, and 
nations in what each state knows and does not know about its citizens, what 
people f reely a sk a bout e ach other, w hat i nstitutions c an reveal a bout i ndi-
viduals, and what people reveal in public settings? How does one account for 
the en ormous v ariability a t t he i ndividual l evel, w here s ome p eople s eem 
happy to expose to others the details of their public and personal lives, while 
others prefer discretion? Is it even possible to solve this conundrum within 
the life of a single individual, who at one moment deplores a par tic u lar prac-
tice, such as video surveillance in the workplace, yet at another location com-
fortably accepts a very similar situation, for instance, surveillance cameras in 
airports (Grudin 2001)?

What can we make of this assortment of fi ndings and observations? Pri-
vacy skeptics have proff ered t hem as evidence t hat people, generally, do not 
care about privacy very much or, when they do, it is more as they would care 
about a t rend, s ensibility, or preference t han a s a mo ral v alue. Eve n A nita 
Allen- Castellitto, a s trong proponent of privacy protection, worries that the 
phenomenon of public and new media exhibitionism demonstrates a shift  in 
norms, an eroding of our taste for privacy (1999). Of course, the data do not 
universally or conclusively favor the skeptic; there is enough evidence to sug-
gest t hat people lack crucial k nowledge about privacy practices, a nd results 
like those achieved by the team at Carnegie Mellon reveal a more nuanced 
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connection b etween w hat p eople s ay a nd w hat t hey do . T his ma y c all i nto 
question the skeptic’s charge that people are downright fi ckle when it comes 
to p rivacy, b ut t he p roblem o f h ow to s ystematically i ntegrate t hese me ssy 
fi ndings into existing theoretical frameworks that posit a r ight to c ontrol or 
restrict access to information is unclear.

Trade- Offs

The skeptical position enunciated above questions whether privacy warrants 
the status of a d istinctive moral value. The skeptical interlocutor is less con-
cerned with ontological status than with privacy’s relative standing among 
other v alues. Targeting t he f amily o f t heories d iscussed i n C hapter 4 , t he 
skeptic accepts t hat privacy i s a v alue w ith f unctional connections to o ther 
values, but denies that it is a very important value by demonstrating in many 
paradigmatic c ircumstances t hat p rivacy c laims a re app ropriately t rumped 
by other, more important ones. Even the technology- based systems and prac-
tices that thus far have been conceived as problems for a v iable theory of pri-
vacy to s olve, the skeptic sees as solutions to t he attainment of other valued 
ends. In sum, privacy advocates do not adequately recognize the force of coun-
tervailing interests and values, and privacy theories off er scant resources with 
which to systematically resolve confl icts that result from them.

One of the most frequently cited confl icts, particularly in the wake of the 
September 11, 2001, attacks, is between privacy and security. Following much 
talk of the vulnerability of Americans to t hreats of terror on their home soil 
and the need for changes in the American way of life, there has been a steady 
rise in institutionalized watchfulness. Due pro cess requirements, diminished 
with the passage of the USA PATRIOT Act, allow for more video surveillance 
of public spaces; more eavesdropping on mediated conversation; more identity 
checkpoints; and closer scrutiny of activities, transactions, purchases, travel, 
and fi nancial fl ows. Those who might object to these incremental incursions as 
privacy v iolations a re easily sha med i nto capitulation by t he i llogic: privacy, 
as described in Priscilla Regan’s book Legislating Privacy (1995), is a “ selfi sh” 
value which needs to be sacrifi ced for the collective benefi ts of security.

Another challenge pits privacy against f reedom of expression. Arguably, 
the best known version of this challenge is from legal scholar Eugene Volokh. 
In the name of free speech, Volokh opposes policies that would prevent private 
entities from freely sharing w ith other private entities personal in formation 
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they may have acquired in  direct tr ansactions w ith a  subject, or indirectly 
from third parties (2000a ). According to Volokh, the First Amendment allows 
this restriction no more than it would a llow a r estriction on what one indi-
vidual c an s ay to a nother a bout a t hird i n private c ommunication, suc h a s 
common gossip. A move to restrict speech via privacy policies is only permis-
sible in c ircumstances in which c lear countervailing values a re at s take; for 
example, to c urtail the overzealous exercise of power by government actors, 
or to protect against disclosures that may pose dire threats to individuals.

A right to property has also been pitted against privacy in the sometimes 
antagonistic relationship between t he own ers a nd consumers of intellectual 
content stored in digital form. Radical changes in digital media technologies 
used f or c reating, s toring, a nd d istributing i ntellectual c ontent— images, 
 music, written word, and video— have been a source of equally radical changes 
in customer relationships with creators and own ers as well as with the creative 
works t hemselves. T hese c hanges ha ve n ot a ll b een ha iled b y c reators a nd 
own ers, particularly by industry incumbents such as record companies, pub-
lishing companies, and art museums whose traditional business models have 
been c hallenged. E xperiencing u npre ce dented t hreats to t heir c ustomary 
dominance, or ganizations t hat h ave t raditionally c ontrolled d istribution of  
these works have sought remediation through both law and technology. Al-
though it is impossible to cover the terrain of countless books and articles that 
have recounted t he tale of t hese struggles, my intention is merely to s et t he 
backdrop for an approach taken by and on behalf of content copyright holders 
to control distribution through mechanisms known as digital rights manage-
ment s ystems or  t echnological prot ection me a sures. P rivacy s cholars a nd 
advocates have vociferously objected to versions of these mechanisms that 
function by monitoring not only individual purchases of music, movies, text, 
images, a nd so forth, but a lso episodes of l istening, watching, reading, a nd 
viewing (Cohen 1996, 2003). Sure, this is an incursion on privacy, the skeptic 
admits, but one trumped by property rights.

Finally, privacy is regularly challenged by a desire or need for greater effi  -
ciency, which has been a signifi cant driver in the collection, aggregation, and 
analysis of personal information. One of the most common applications has 
been marketing; businesses wishing to identify suitable customers seek as 
much information as possible about the demographics of a population, as well 
as t he ha bits, s ocioeconomic s tanding, i nterests, pa st ac tivities, a nd p ur-
chasing choices of identifi able members. In a clash of interests and opinions, 
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privacy adv ocates a nd c onsumers c omplain t hat t hese p ractices sh ould b e 
stopped o r s everely c urtailed b ecause t hey v iolate p rivacy; c onversely, su p-
porters insist that businesses should not be stopped in their pursuit of infor-
mation (as long as it remains within legal l imits) because individual privacy 
interests i n c onsumer i nformation i s no match for t he business i nterests of 
companies gathering, selling, and using it. These practices not only promise 
greater profi ts through greater effi  ciency, they also protect businesses against 
high- risk customers. Fu rthermore, t hese b enefi ts to b usiness i nterests may 
“trickle down” to c ustomers i n t he f orm o f l ower p rices a nd, r eplacing t he 
scattershot o f s o- called junk ma il, ena ble more e ff ectively t argeted ad s a nd 
special off ers.

The clash of privacy with other values is not unique; such clashes are en-
demic to a ny pluralistic system of values. Developing general approaches to 
resolving these confl icts, or even fi nding uncontroversial resolutions to pa r-
tic u lar instances, can be diffi  cult, if not impossible. Demonstrating how theo-
ries cope with intractable values confl icts is a common struggle for ethicists 
and p o liti cal a nd legal t heorists; ac cepting t hem a s a n i nevitable feature o f 
moral a nd p o liti cal l ife i s de scribed w ith p oignancy b y t he g reat p o liti cal 
theorist Isaiah Berlin:

These collisions of values are of the essence of what they are and what we are. 
If we are told that these contradictions will be solved in some perfect world in 
which all good things can be harmonized in principle, then we must answer, 
to those who say this, that the meanings they attach to the names which for 
us denote the confl icting values are not ours. We must say that the world in 
which what we see as incompatible values are not in confl ict is a world alto-
gether beyond our ken; that principles which are harmonized in this other 
world are not the principles with which, in our daily lives, we are acquainted; 
if t hey a re t ransformed, i t i s i nto c onceptions not k nown to u s o n e arth. 
(1969, 13)

Even though values confl icts are normal features of moral and po liti cal de-
liberations, and some of the most compelling are precisely those that elude 
resolution by straightforward application of general principles, this does not 
mean t hat a ll bets a re off . Systematic reasoning informed by practical w is-
dom and artful judgment that guides us away from missteps, suggests heu-
ristics and rules- of- thumb, and clarifi es what is at stake in these dilemmas, 
may point the way to better if not certain judgments. In my view, many of 
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the dilemmas stemming from values confl icts with privacy may benefi t from 
clarifi cation and guidance of this kind.

One w ay a c onfl ict may b e m isconstrued i s i f i nterests a re presented a s 
values. Unraveling this confl ation may clarify what is at stake and aff ect how 
one assigns relative weights to confl icting factors. For example, cases of non-
consensual collection, aggregation, and sale of personal information by busi-
nesses are oft en presented as a d irect confl ict of values, effi  ciency, or liberty 
with privacy. In many instances, a c loser look reveals that costs and benefi ts 
are unevenly distributed and that because benefi ts accruing directly to busi-
nesses come at a cost (or potential cost) to individuals, this confl ict is more 
aptly understood as a confl ict of interests. This fact is glaringly overlooked by 
many defenders of t hese practices, i ncluding R ichard Posner (1978a, 1978b), 
who fail to ac knowledge that costs and benefi ts of a lternative policy options 
not only yield diff erent outcomes, but, on balance, accrue to diff erent parties 
unevenly. For a resolution to be morally defensible it should at least rise above 
brute c ompetition a mong i nterest- based c onstituencies; i t should a lso l imit 
consideration o nly o f dem onstrably l egitimate cla ims, a nd sh ould be  co n-
strained by t he requirement t hat t he d istribution of costs a nd b enefi ts be a  
just one.

The pre sen ta tion of value confl icts may also be misleading if the values in 
question a re i nadequately c onceptualized. O ne c ase i n p oint i s t he c onfl ict 
between privacy, presented a s a v alue w hose b enefi ts accrue to individuals, 
and s ecurity, p resented a s v aluable f or s ociety a t l arge. A dopting P riscilla 
 Regan’s conception of privacy as a social value may result in a recalibration of 
trade- off s si nce i t presents a f uller p icture of w hat i s a t s take i n a lternative 
resolutions. In par tic u lar, as long as privacy’s social value is ignored, we are 
likely to see it consistently, and mistakenly, undervalued. A similar correction 
may b e r equired i n p roposals to t rade p rivacy off  a gainst f ree sp eech. I n 
Volokh’s pre sen ta tion of the clash, protecting privacy is conceived as placing 
constraints on speech. But drawing from the arguments of Julie Cohen (2003) 
and Michael Froomkin (2003), privacy also supports freedom of speech. Ac-
cordingly, a ny p olicy t hat s trives to r esolve c onfl icts b etween p rivacy a nd 
speech n eeds to t ake i nto c onsideration n ot o nly t he p otential c hilling o f 
speech due to privacy, but the chilling of speech due to reductions in privacy.

It is commonly taken for granted that when values confl ict, the only way 
out of the confl ict is a trade- off , one value “traded” for another. This is Berlin’s 
message in the passage quoted above, suggesting that “ incompatible values” 
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cannot be harmonized except in some “perfect world” that is not ours. Not all 
confl icts, however, fi t this mold; they are not baked into conceptual incompat-
ibilities b ut a re c ontingent o utcomes o f pa r tic u lar s ocial a rrangements, o r 
even technical design. In cases such as these, the horns of the dilemma need 
not be q uite a s sha rp— shift  to Berlin’s perfect world or make hard choices 
in trade- off s—rather, there may be gentler alternatives. One would be to seek 
compromise, a bit of one and a bit of the other in suitable mea sures. Another 
is to look for adjustments in arrangements or the design that allow us to have 
our proverbial cake and eat it too. In my view, applying this mindset to con-
fl icts can result in creative solutions. The confl ict between privacy and secu-
rity, frequently presented as a fundamentally incompatible couplet, is a case 
in point: there are instances when redesign might give extra leeway to both. In 
the context of air travel, for example, the full- blown surveillance that might 
emerge i nitially a s t he ob vious s olution c ould g ive w ay to a lternatives t hat 
preserve privacy in varying degrees, such as careful screening of luggage and 
fully securing t he cockpit door. A long si milar l ines, t hose objecting to p er-
missive grants for wiretapping might propose to try other investigative strate-
gies instead, ones that might be equally eff ective and less invasive.

In sum, I have considered  here how those who champion a right to privacy 
for i ts c apacity to p romote other i mportant moral a nd p o liti cal v alues may 
respond to radical privacy threats of technology- based systems and practices, 
such as those discussed in Part I. Their response is likely to begin with an as-
sessment of the degree to w hich systems or practices diminish control indi-
viduals have over personal information. Accordingly, because diminishing 
control over the fl ow of information is precisely what many of these systems 
accomplish, proponents would say that it is no wonder they raise fear, indig-
nation, a nd protest. Yet t his i s not t he  whole story. It i s surely t he case t hat 
reasons exist for developing and deploying the systems in question, and while 
some of these reasons might not carry moral weight, many of them do, f re-
quently referring to values that happen to confl ict with the privacy of aff ected 
information subjects. In order to grapple with these cases, it is not enough for 
proponents to p oint to t he connections between privacy and values l ike au-
tonomy, freedom, and democracy. They must be able to address, in systematic 
ways, confl icts between privacy and competing values served by the off end-
ing technologies. Although it might turn out that the connections drawn will 
be c ompelling en ough to w in t he d ay f or p rivacy (or r equire c apitulation), 
the numbers of systems and practices that continue unabated in spite of the 
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hostility they provoke suggest there is a signifi cant chunk missing in this ap-
proach. In Part III I revisit this theoretical approach, explaining, for purposes 
of application, the ways it is partial or incomplete.

Privacy in Public

Theories t hat restrict t he r ight to p rivacy to t he domain of t he private may 
potentially avoid the challenge of confl icting values. As discussed, one reason 
why the technical systems of monitoring, aggregation, and publication pose 
diffi  culties f or w hat w e ha ve c alled f unctionalist t heories o f p rivacy i s t hat 
while these theories do an estimable job explaining the value of privacy, they 
typically lack t he conceptual, normative, a nd sometimes even rhetorical re-
sources to d iscern c ases i n w hich p rivacy l egitimately o verrides t he v alues 
and purposes promoted by these systems from those that do not. By contrast, 
theories that rest on the private/public dichotomy and reserve privacy protec-
tion for the realms of the private arguably provide fi rmer support for privacy 
claims, even though these claims extend over a r educed area. Positing a l ess 
promiscuous right to privacy, so to speak, selectively asserted against govern-
ment ac tors, w ithin p rivate do mains, a nd a bout p rivate i nformation, t hese 
theories eff ectively stake out territories that are more easily defensible while 
giving way on t hose in which privacy c laims a re l ikely to b e more tenuous. 
The promise of a ligning the scope of legitimate privacy claims with the pri-
vate/public d ichotomy is t hat it might provide a me aningful cutoff  between 
privacy claims that are sustainable against confl icting claims and those that 
are not. The dichotomy theories are spared having to explain why video sur-
veillance of public spaces or trawling public rec ords for purposes of aggrega-
tion i s p roblematic b ecause, ac cording to t hem, t hey a re n ot i n t he p rivate 
sphere and therefore are not a p rivacy problem. In those theories that a lign 
the s cope of legitimate privacy c laims w ithin t he private/public d ichotomy, 
the dichotomy marks a c utoff  between privacy claims that can be sustained 
against competing c laims a nd t hose t hat cannot. A s tark way of expressing 
this alignment is that the private warrants privacy protection while the public 
does not; i n t he public, “anything goes.” Yet a s promising a s t his approach 
might app ear f or a voiding p roliferation o f c onfl icts (and, as Gerety argues 
[1997], for defi ning a c oncise legal concept), i t falls prey to a d iff erent set of 
challenges— those posed by a r ight to “privacy in public” (Nissenbaum 1997, 
1998).
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In C hapter 5 I obs erved t hat t here a re t hree w ays i n w hich t he private/
public d ichotomy s erves a s a f ramework for a rticulating a r ight to p rivacy. 
The fi rst focuses on specifi c claims against incursions by government actors 
(as distinct from private), the second against incursions into private domains, 
and t he t hird a gainst c ollection a nd d issemination o f p rivate i nformation. 
These three interpretations of the dichotomy circumscribe domains of actors, 
spaces, a nd i nformation t hat w arrant p rivacy p rotection; f or a nything t hat 
lies outside these protected domains, the implication is that “anything goes.” 
In m y v iew, t he t rouble w ith t his app roach i s t hat i t n eglects a r ange o f 
situations— from t hose i nvolving n ongovernmental ac tors, to sp heres n ot 
typically deemed to be personal or private, to collecting or disseminating in-
formation not t ypically deemed personal or pr ivate— in which many people 
perceive robust a nd legitimate privacy c laims. A nd, of g reatest relevance to 
the central themes and purposes of this book, these neglected circumstances 
incorporate ma ny o f t he t roubling te chnology- based s ystems a nd p ractices 
described in Part I.

A quick terminological point before proceeding: I use the term public sur-
veillance to refer to systems and practices that are outside the scope of a right 
to privacy defi ned by the private.

Agents
Hardly controversial, it s till bears mentioning t hat ma ny systems a nd prac-
tices considered unacceptably intrusive involve private actors. Although, for 
reasons d iscussed i n C hapter 5, l aws a nd s tatutes add ressing i ntrusions b y 
government actors are more fully developed, few experts now deny that con-
straints need to be imposed to limit violations by private actors of one anoth-
er’s privacy. Nevertheless, the po liti cal and legal sources for justifying the en-
trenchment of limits on private actors in law are more diverse, and frequently 
more controversial, than those imposing limits on government actors.

Realms
My contention is that invoking the private/public dichotomy to aff ord privacy 
protection f or p rivate r ealms w hile r esisting p rivacy c onstraints i n r ealms 
outside of these is deeply problematic. To support this contention, it is neces-
sary to evaluate a common set of arguments off ered in defense of this limited 
application of constraints to zones of the private. One argument, so compel-
ling on its face that I have dubbed it the normative “knock- down” argument, 
proceeds as follows. When people move about, act, and transact in public 
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 arenas, they are implicitly consenting to b e seen and noticed. Even phi los o-
pher Jeff rey Reiman, who favors a s trong r ight to p rivacy and for whom re-
spect for privacy is expressed as “a complex of behaviors that stretches from 
refraining from asking questions about what is none of one’s business to re-
fraining from looking into open windows one passes on the street” (1976, 43– 
44), c oncedes t hat t he s ocial dema nds o f p rivacy do n ot i nclude “ the r ight 
never to b e seen even on a c rowded street” (p. 44). Practically speaking, it is 
not only implausible that one would not be noticed, but imposes an unreason-
able burden on others, requiring that they actively restrain themselves by 
averting their gaze or not telling others what they saw. Larry Hunter, an-
other supporter of a strong and comprehensive right to privacy, grants that 
“although we consider it a violation of privacy to look in somebody’s window 
and notice what they are doing, we have no problem with the reverse: some-
one si tting i n h is l iving ro om l ooking out h is w indow” (1985, 295). A nalo-
gously, restrictions on “public” rec ords, which place on similar public display 
a broad swath of information including vital rec ords, drivers’ rec ords, vehicle 
own ership l icense r ec ords, r eal e state r ec ords, c ourt r ec ords, a nd s o f orth, 
seem both impossible to i mpose and morally indefensible. In other words, if 
people m ake no  e ff ort t o c over, h ide, or  re move t hemselves or  i nformation 
about themselves from public view, if they willingly yield information into the 
public domain, if they let the proverbial “cat out of the bag,” it is unreasonable 
for them later to “get it back” or suppress it.

There is a strong temptation to draw a direct parallel between conceptions 
of privacy that rely on the private/public dichotomy and the well- entrenched 
legal s tandard o f a “ reasonable e xpectation o f p rivacy.” F ormulated i n a n 
opinion by Justice John Harlan for the landmark Supreme Court case Katz v. 
United States (1967), t he standard established t hat a n expectation is reason-
able if (1) a person exhibited an actual expectation of privacy, and (2) the ex-
pectation i s one t hat society i s prepared to r ecognize as reasonable (Katz v. 
United States, 1967, 360– 361; Regan 1995, 122; Solove and Rotenberg 2003, 21). 
In Katz, this meant that a conversation in a public telephone booth could be 
declared a p rivate zone, covered by the Fourth Amendment, even though it 
took place outside a person’s home. Relying on a d ichotomy of realms to de-
lineate the scope of a right to privacy does not require that one commits to one 
specifi ed space— the home— as private, only that a dichotomy exists of private 
and public zones and that only in private zones can one have an expectation 
of privacy. This reasoning is evident in the defense off ered for the use of video 
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cameras c onnected to a f acial r ecognition s ystem a t t he 2 001 Su per B owl. 
Tampa police argued that scanning the faces of spectators, one by one, when 
they en tered t he s tadium d id n ot v iolate p rivacy a s “ the c ourts ha ve r uled 
there is no expectation of privacy in a public setting” (Slevin 2001).

A twist on this reasoning, in my view, emerged in Florida v. Riley (1989), 
when t he s ame s tandard denied a r easonable e xpectation o f p rivacy i n t he 
home, a spac e considered quintessentially private. In this case, the Supreme 
Court decided that police had not conducted an illegal search when an offi  cer 
observed from a he li cop ter, at a height of 400 feet, what he thought  were mari-
juana plants. In a s eparate but concurring opinion, Justice O’Connor wrote, 
“I agree that police observation of the green house in Riley’s curtilage from a 
he li cop ter passing at an altitude of 400 feet did not violate an expectation of 
privacy” that society is prepared to recognize as “reasonable” (p. 452). Just as 
it  is unreasonable for citizens to expect police to shield their eyes so as to 
avoid seeing into private property from public thoroughfares, so is it unrea-
sonable to expect to be free of aerial observation at altitudes where the “pub-
lic travel with suffi  cient regularity” (pp. 452– 455). One could argue, however, 
that O ’Connor’s r easoning mer ely c omplicates t he pa rallel b etween t he d i-
chotomy and the reasonable expectations standard because she does not chal-
lenge that privacy applies only in the realms of the private but only whether 
all parts of private property fall within this realm.

I would suggest, however, that expectations of privacy are even further out 
of alignment with a d ichotomy of zones, even one allowing for shift s. While 
hardly a nyone w ould c laim a r ight to n ot b e obs erved a ttending t he Su per 
Bowl, “none of your business” is a p erfectly reasonable answer to a pa sserby 
on a sidewalk asking your name, even though the sidewalk is most surely a 
public space and by any standard one’s name is not considered private infor-
mation. Whereas hardly anyone would assert a right not to be seen on a crowded 
street, the prospect of radio frequency identifi cation device tags  implanted in 
our clothing, personal eff ects, or bodies that connect our whereabouts— even 
in public places— via transceivers and across networks to remote databases is 
discomfi ting, though the source of this discomfi t would seem to elude courts 
such as t hose deciding Riley, a nd t heorists l ike Gerety, Parent, a nd possibly 
Fried.

The crucial point I a m arguing  here is not that the private/public dichot-
omy is problematic, per se, but that it is not useful as the foundation of a nor-
mative conception of privacy. Although, in the past, it might have served as a 
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useful approximation for delineating the scope of a right to privacy, its limita-
tions have come to light as digital information technologies radically alter the 
terms under which others— individuals and private organizations as well as 
government— have access to us and to information about us in what are tradi-
tionally understood as private and public domains.

In the period before such technologies  were common, people could count 
on g oing u nnoticed a nd u nknown i n p ublic a renas; t hey c ould c ount o n 
disinterest in the myriad scattered details about them. We see this assump-
tion at work as the fi ctional detective Alexander Gold interrogates a murder 
suspect:

“You certainly sounded as though you hated him enough to kill him.”
“Not hated, Mr. Gold, despised. If I had killed him, would I have told you 

how I felt?”
“Maybe. You could be trying reverse psychology.”
“Yes, but Professor Moriarty, you know that I k now that you really know 

that I really know . . .” Kirsch let his voice fade away.
Alexander had to smile. “All right. Let’s talk about something  else. Where 

 were you when Talbott was killed?”
“Jogging. In Central Park.”
“Witnesses?”
“Hundreds.” . . .  
“So you have an alibi.”
“Not exactly . . .” (Resnicow 1983, 116– 117)

Seen by hundreds, noticed by none. Or, i f we a re noticed, i t i s by d isparate 
observers, each taking in only discrete bits of information. As such, the infor-
mation would be spa rse a nd d isjointed, l imited by t he capacities of a si ngle 
human brain. Why would we care that on a pa r tic u lar day, say Monday July 
31, 2006, a w oman i s obs erved by one p erson to b e wearing a pa ir of black 
pants, black pumps, and a red shirt commuting into New York City on New 
Jersey Transit; by another, to be purchasing coff ee f rom a c afé; b y a t hird, 
overheard discussing her son’s progress with his school teacher; later that day, 
spotted in a rally for gay marriage; and that eve ning buying drinks and leav-
ing a bar in the company of another? Although all these activities occur in the 
public eye, no single one of them would be considered particularly threaten-
ing o r i ntrusive. Bu t w ith d igital i nformation te chnologies, t he obs ervers 
might b e c oordinated: n etworked s ystems o f v ideo c ameras, footage s tored 
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and analyzed at a c entral point, able to b e recorded and conjoined with past 
rec ords. The murder suspect, Mr. Kirsch, could have his a libi, and someone 
would possess a multidimensional profi le of a conservatively dressed mother 
going about her business on July 31.

A defender of the dichotomy might argue that the problem is not with the 
dichotomy itself, but with the creeping extension of privacy’s scope. Replying 
to this charge, I say that the standard for privacy has not changed; rather, the 
threats are diff erent. The rough cut implied by the dichotomy incorporated a 
set of material assumptions about what was and was not possible— in terms of 
observations, intrusions, and monitoring— in both private and public realms. 
As t hese a ssumptions ha ve b een u ndermined b y te chnical s ystems, s o t he 
 inadequacies of the dichotomy have emerged. Under the prior material con-
straints “anything goes” meant one thing when applied to privacy; today, un-
der altered circumstances, it means something diff erent. This point is similar 
to one i nformation l aw s cholar L awrence L essig ma kes w hen he c alls for a 
“translation” of c onstitutional principles in  li ght of a ltered m aterial c ondi-
tions. L essig p resents t he a ltered s tatus o f w iretapping a nd b ugging f rom 
Olmstead to Katz as a case where the courts need to reinterpret a rule not in 
an attempt to a lter anything but in order to p reserve a p rinciple. He writes, 
“This form of argument is common in our constitutional history, and central 
to the best in our constitutional tradition. It is an argument that responds to 
changed circumstances by proposing a reading that neutralizes those changes 
and preserves an original meaning. . . .  It is reading the amendment diff erently 
to accommodate the changes in protection that have resulted from changes in 
technology. It is translation to preserve meaning” (1999, 116).

Preserving meaning in an altered media landscape may be a relatively un-
controversial aim, but what this amounts to in practice may be more open to 
dispute. T he s tatus o f public rec ords, d iscussed i n C hapter 3, emerged a s a 
subject of such disputation when it was discovered that the murderer of a pop-
u lar screen actress, Rebecca Schaeff er, had l ocated her whereabouts through 
the add ress i n h er d rivers’ l icense r ecord. Re sponding to p ublic w orry, t he 
Drivers Privacy Protection Act of 1994, incorporated into the Violent Crime 
Control and Law Enforcement Act of 1994, imposed new restrictions on ac-
cess to drivers’ rec ords held by state departments of motor vehicles. New re-
strictions shift ing certain types of information from the realm of the public to 
the r ealm o f t he p rivate, su pported b y p rivacy adv ocates a nd o pposed b y 
 direct marketers, information brokers, and many journalists, can be under-
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stood as a recalibration of values, with privacy slightly edging out public ac-
cess. Another interpretation, however, reveals a d iff erent meaning: the scope 
of a r ight to p rivacy ha s not been expanded. R ather, i n order to c ounteract 
material c hanges w rought b y n ew te chnologies, n ew r egulations  were i m-
posed on public rec ords simply to stay true to the original balance of interests 
that public rec ords struck. In other words, because of radical changes in our 
capacities to c onduct public su rveillance, t here i s a n eed to p rotect privacy 
even in public. Endorsing this conclusion, once and for all, breaks the binding 
of privacy with the private.

The p rivate/public d ichotomy i s f urther s trained b y o nline s ocial n et-
working, also discussed in Chapter 3. Observations of the activities and inter-
actions mediated by social networking sites indicate that, for now, they seem 
to defy obvious categorization as either public or private. Without ruling out 
the possibility t hat t hese spaces a re merely u ndergoing t ransition a nd soon 
will settle into traditional private and public realms, expectations of privacy 
remain complex and contested at present, at some times allowing that every-
thing i s u p f or g rabs, a t o ther t imes i ndignantly dema nding r espect f or 
 privacy. In this case, we may at least conclude that what ever expectations of 
privacy are in play, they do n ot appear reducible to w hether a n etwork, or a 
space in a network, is deemed public or private.

Information
Those who have relied on the public/private dichotomy as the foundation for 
a r ight to p rivacy may concede t hat t he r ight to p rivacy does not a lign per-
fectly with a d ichotomy of actors. They may grudgingly a lso concede that it 
does not, strictly, line up with a dichotomy of realms. But, they might argue, 
the d ichotomy of i nformation i s su rely so deeply entrenched i n t he public’s 
thinking about privacy that it will resist even the seismic shift s in information 
systems and practices caused by digital information technologies and media. 
What this means is that the scope of a right to privacy extends across the seg-
ment o f private (personal, s ensitive) i nformation, but w hen i t c omes to t he 
rest, to public information, anything goes!

In 1990 e xecutives at Lotus Development Corporation and Equifax, Inc., 
advanced t his u nderstanding w hen def ending t he l egitimacy o f t heir jo int 
venture, Lotus Marketplace:  House holds. The Lotus Marketplace:  House holds 
database w as to c ontain ac tual a nd i nferred i nformation a bout app roxi-
mately 120 million individuals in the United States and was to be distributed 
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on CD- ROM. It was expected to be a boon to marketers and mail- order com-
panies, e xcept t hat i t p rovoked a v igorous p ublic o utcry, i ncluding a n e sti-
mated 30,000 e -mail protests. In January 1991 the partners announced the 
cancellation of  L otus M arketplace:  House holds, c iting pu blic re lations 
concerns a s t he s ole reason. T hey i nsisted t hat privacy w as not a n i ssue a s 
 House holds would have been compiled only f rom i nformation a lready “out 
there,” using no intrusive means (e.g., no hidden cameras in bedrooms) and 
no p rivate i nformation. T he o nly i nformation i n t he d atabase w as to ha ve 
been h arvested f rom pu blic re c ords a nd ot her re c ords of  t ransactions c on-
ducted in the public domain, including name, address, type of dwelling, mari-
tal status, gender, age, estimated  house hold income, lifestyle, and purchasing 
propensity.

For Wi lliam P arent, a n adv ocate o f l imiting t he s cope o f p rivacy ( see 
Chapter 5), this would be an easy case: as long as the information in question 
is neither personal nor undocumented it “cannot without glaring paradox be 
called private” (1983, 271). This conclusion is consistent with positions taken 
in other scholarly l iterature, as well as in policy and t he courts. So why did 
 House holds p rovoke suc h v ociferous o pposition? I ma intain t hat suc h s tri-
dent opposition reveals a f undamental fl aw i n t he notion t hat i nformation 
can be divided into two categories, public and private, and that we need only 
worry about imposing constraints on the fl ow of private information. As with 
the dichotomy of spheres (or realms), technology- based systems and practices 
that radically have altered access and fl ows of information have revealed fault 
lines t hat h ad not  b efore b een si gnifi cant, a t l east for practical purposes. It 
might ha ve b een p ossible i n t he pa st to l ive happ ily w ith p rivacy p olicies 
roughly following the contours of the dichotomy (i.e., impose constraints on 
the fl ow of private information, and for the rest, nothing much is needed); but 
with the prospect of a CD- ROM that would broadly aggregate and widely dis-
seminate many fi elds of information, this heuristic was revealed to be inade-
quate (and how much more so with networked environments and even more 
fi elds of information?).  Here, too, even if one can agree that there is a class of 
public i nformation t hat c an be d iscerned f rom t he private, t here remains a 
belief that there is a right to privacy in public.

Let me examine a bit more deeply why a dichotomy of information serves 
poorly as the basis for a right to privacy. Some may fi nd it problematic that the 
dichotomy i s s ocially d rawn a nd t herefore s ocially r elative, i t i s s ometimes 
explicitly defi ned (as in law) and at other times implicit (as through conven-
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tion and practice). Defi ning the class of private information is less an onto-
logical t ask t han a t ask o f d iscovering w hat el ements a pa r tic u lar s ociety 
considers private. As legal phi los o pher Raymond Wacks suggests, “Personal 
information consists of those facts, communications, or opinions which relate 
to the individual and which it would be reasonable to expect him to regard as 
intimate or sensitive and therefore to want to withhold or at least to restrict 
their collection, use, or circulation” (1989, 26). Parent concurs: “Let us, then, 
say that personal information consists of facts which most persons in a given 
society choose not to reveal about themselves (except to close friends, family) 
or of facts about which a par tic u lar individual is acutely sensitive and which 
he therefore does not choose to reveal about himself, even though most 
people do n’t c are i f t hese s ame f acts a re w idely k nown a bout t hemselves” 
(1983, 270). From Charles Fried’s standpoint (discussed in chapters 4 a nd 5), 
limiting the scope of a legal right to privacy to personal or intimate aspects 
of life is largely determined by social and cultural convention or prevailing 
social o rder, w hich “ designates c ertain a reas, i ntrinsically n o mo re p rivate 
than other a reas, a s s ymbolic of t he  whole i nstitution of privacy, a nd t hus 
deserving of protection beyond their par tic u lar importance” (1968, 214).

These accounts may strike critics as hopelessly circular or arbitrary; pri-
vacy protection is reserved for private information; private information is that 
which people believe to b e private. T hey a re saved, however, by t he f urther 
claim t hat pr ivate i nformation i s i nformation legitimately con sidered to b e 
private and that one may discover, as a matter of substantive fact, what infor-
mation is so considered in a g iven time, for a c ulture, society, or even for an 
individual. One could imagine such questions being studied by social scien-
tists u sing a s tandard a rray o f i nvestigative me thods, suc h a s su rveys a nd 
ethnographic studies. But there are other systematic ways of answering such 
questions; for example, through legal pre ce dent, jury determinations, and the 
application of reasonable person standards. In reality, however, this question 
has not been formally studied with great frequency and scholars and practi-
tioners a like tend to r ely on what might be called “ informed speculation,” a 
combination o f c areful, i f a necdotal, obs ervation. T hus, a lthough t he d i-
chotomy of private a nd public i nformation i s s ocially c onstructed a nd a s a 
result variable across societies, t his need not  be t he root of  it s problem as a  
foundation for a right to privacy.

A more serious problem with building a right to privacy atop a dichotomy 
of information is that not only are the defi nitions of public and private relative 
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across societies, but the dividing line within societies is virtually impossible 
to draw. I am not  here referring to the potentially fuzzy borders one inevitably 
encounters with any classifi cation scheme— particularly rich and interesting 
ones— based on natural terms. There is, rather, a deeper ambiguity and con-
fusion over the principles underlying classifi cation of information into one or 
the other of the two categories. Moreover, it is not the absence of principles 
that is problematic, but the presence of at least three plausible contenders, di-
viding the universe of information into irreducibly diff erent schemes. These 
are: (1) a dichotomy of information rooted in the relation of individuals to the 
liberal state; (2) a dichotomy rooted in the intimacy of information; and (3) a 
dichotomy rooted in the sensitivity of information.

The Relation of Individuals to the Liberal State.    In the introduction to h is 
book devoted to the classifi cation of information for purposes of privacy pro-
tection, Raymond Wacks writes,

The modern distinction between public and private realms arose out of a twin 
movement in modern po liti cal and legal thought. On the one hand, the emer-
gence o f t he nat ion- state a nd t heories o f s overeignty i n t he si xteenth a nd 
 seventeenth centuries produced the idea of a d istinctly public realm. On the 
other, a delineation of a private sphere free from the encroachment of the state 
emerged as a re sponse to t he c laims of monarchs a nd, subsequently, pa rlia-
ments, to an untrammeled power to make law. (1989, 7– 8)

From the idea of a distinctly public realm hospitable to government action, 
and i ts o pposite, a p rivate r ealm i nhospitable to g overnment i nterference, 
Wacks infers a principle for determining two parallel spheres of information: 
public information, the legitimate business of the state, and private informa-
tion, w hich i s n ormally off - limits e xcept u nder s trictly l aid o ut c onditions. 
Information withheld from the state supports the quest for self- determination 
of private citizens as well as the pursuit of a variety of liberties; public infor-
mation supports the business of state administration, economic viability, se-
curity, and so forth. In the United States, for example, the state is not entitled 
to information about religious affi  liation, po liti cal association, personal com-
munications, and intellectual activity, but it is entitled to i nformation about 
income, vehicle own ership, and vital statistics.

The Intimate and Personal.    A principle that leads to t he division of infor-
mation into that which is accessible to government and that which is off - limits 
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captures one important rationale for a private/public dichotomy of informa-
tion, but it does not capture all possible ways of defi ning a dichotomy that are 
relevant to privacy. A second principle, embodied in both law and scholar-
ship, marks off  a distinctive realm of information that is private because it 
is considered in timate o r p ersonal—“the in timacies o f p ersonal i dentity” 
 (Gerety 1997, 281)— about which we might reasonably respond to a n osy out-
sider, “That’s none of your business,” or that might feature in a tort of “public 
disclosure of embarrassing private facts” (Prosser 1960, 389). For Gerety, it is 
this class of information that forms a sound underpinning of a rigorously de-
fi ned legal right to privacy:

Invasions of privacy take place whenever we are deprived of control over such 
intimacies of our bodies a nd minds as to off end what a re u ltimately shared 
standards o f a utonomy. I ntimacy i tself i s a lways t he c onsciousness o f t he 
mind in its access to its own and other bodies and minds, insofar, at least, 
as these a re gener ally o r s pecifi cally s ecluded f rom t he ac cess o f t he u nin-
vited. . . .  We s hould b e a ble to s hare o ur i ntimacy w ith ot hers o nly a s w e 
choose. It is the value of sharing such knowledge that is at stake in the right to 
privacy. Whenever intimacy is made indirect— that is, impersonal, second- 
hand, and involuntary— and public, its value is lost or diminished. (1997, 268)

These intimacies of personal identity may include (and do include, in many 
Western democracies) such matters as close relationships, sexual orientation, 
alcohol intake, d ietary habits, e thnic origin, po liti cal beliefs, features of t he 
body and bodily functions, the defi nition of self, and religious and spiritual 
beliefs and practices. The exact content of this set is less important than an 
ac know ledg ment that such a set exists and defi nes relationships not only be-
tween private individuals and government actors, and private actors and pri-
vate o rganizations, b ut b etween p rivate i ndividuals a nd o ther p rivate i ndi-
viduals. Also belonging in the class of personal information conceived of as 
“intimacies of personal identity,” is information considered trivial yet still not 
anyone  else’s business. I have in mind information about such matters as how 
oft en one fl osses one’s teeth, how much one weighs, where one buys one’s gro-
ceries, how many spoons of sugar one takes in coff ee, and which side of the 
bed one prefers.

Sensitivity.    The second principle defi nes private information that warrants 
privacy protection as that which is personal and intimate. Yet there is a third 
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principle, one t hat ma rks i nformation t hat i s s ensitive for sp ecial c onsider-
ation. In this case, sensitive information is defi ned as information whose col-
lection, disclosure, or use may result in harm to its subjects. Wacks (1989) has 
off ered the most systematic and thorough scheme for classifying information 
according to its sensitivity, using it as a basis for determining law and regula-
tion pertaining to information in the United Kingdom. He suggests a taxon-
omy according to w hich information is classifi ed by its degree of sensitivity: 
high, moderate, a nd low. T he degree of sensitivity depends not only on t he 
type of information in question, but on numerous c ircumstantial factors as 
well, such as the scale of its disclosure, the age of the information, and likely 
recipients. Degree of sensitivity of pa r tic u lar t ypes of i nformation w ill a lso 
vary across historical periods and social contexts. Writing about the United 
Kingdom i n t he l ate 1980s, W acks’s si zeable t axonomy c lassifi es medical 
 history, s exual l ife, p o liti cal o pinion, a nd c riminal c onvictions a s h ighly 
sensitive; monthly mortgage payments, what credit cards one possesses, and 
trade  union memb erships a s mo derately s ensitive; a nd na me, add ress, a nd 
copyrights in literary productions as information of low sensitivity (pp. 238– 
239). Thus, information t hat is of h igh or moderate sensitivity deserves pri-
vacy protection, while that which is of low sensitivity does not. In the present- 
day U nited St ates, i nformation suc h a s s exual o rientation, S ocial S ecurity 
number, t he fact t hat one has undergone an abortion, medical information, 
and any jail time served is oft en pegged as highly sensitive. A similar dichot-
omy recognized in the Eu ro pe an Data Directive identifi es “special categories 
of data,” including “personal data revealing racial or ethnic origin, po liti cal 
opinions, religious or philosophical beliefs, trade- union membership, and the 
pro cessing of data concerning health or sex l ife” (Eu ro pe an Parliament and 
Council of the Eu ro pe an  Union 1995, Article 2).

Which Information Dichotomy?    To be sure, there would be plenty of over-
lap in the classes of private and public information that the three principles 
yield, respectively, yet there would be signifi cant dissimilarities in plumbing 
distinctive s ets o f v alues. C onsider t he f ollowing qu ick te st c ases: a S ocial 
 Security number, password, and the code for a c ombination lock are a ll po-
tentially ha rmful i n t he w rong ha nds a nd t herefore s ensitive, b ut t hey a re 
neither personal and intimate nor off - limits for government; t he number of 
spoons of sugar taken in one’s coff ee, whether one has undergone liposuction, 
where one purchases u nderwear, a nd t he na me o f one’s h igh s chool s weet-
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heart are all personal and intimate but unlikely to be sensitive; one’s income is 
decidedly not off - limits to government but considered personal, at least in the 
United States; and membership in a l ocal church community is off - limits to 
government but not (usually) deemed private in either of the other two senses.

These ob servations do  not  p ose proble ms i n t hemselves u nless we  a re 
pressed to choose one of the principles as a foundation for morally legitimate 
claims to privacy. They cannot all be applied because their discrepancies re-
sult in confl icts. No single principle seems perfectly suited; yet each embodies 
themes that are importantly related to privacy.

Conclusion

My aim in Part II was to consider how existing theoretical works on privacy 
might approach the challenges of an ever- growing array of technology- based 
systems and practices that have radically altered the fl ows of personal infor-
mation. W hile a ll t hese works recognize t hat privacy i s a ff ected by systems 
and practices that wrest control away from information subjects, or dramati-
cally increase the access others have to information, they diff er in how they 
account for the rights people have in relation to it. For those who rate privacy 
rights over information to the attainment of other valued ends, there is a pre-
sumption against systems or practices that diminish peoples’ capacities in re-
lation to potentially all personal information, particularly when this capacity 
bears on what ever valued ends are of par tic u lar concern. A diff erent approach 
limits a r ight of privacy to t he realms of the private, drawing on the public/
private dichotomy to demarcate these realms.

In t his chapter I l isted a n umber of objections to t hese t wo approaches. 
Those generally skeptical about the moral signifi cance of privacy cite appar-
ent c ontradictions b etween w hat p eople s ay a nd w hat t hey do, a s w ell a s 
clearly evident cultural diff erences in dealing with information, as their ob-
jections. Others target the specifi c characteristics of the two approaches. Al-
though philosophically insightful, the fi rst approach runs into trouble as an 
applied framework when confronting the challenges of countervailing values 
embodied in t he technology- based systems and practices in practice. In my 
view, these challenges reveal an important gap that needs to be fi lled.

Approaches to privacy that restrict its sphere of legitimacy to the private, 
though c ommonly su pported i n ac ademic w ork a nd ado pted i n l aw a nd 
policy, are founded on a set of assumptions about the relationship between 
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privacy a nd t he p ublic/private d ichotomy t hat u ltimately a re i ncoherent. I 
have argued in this chapter that no matter what principle— actors, spheres, 
information— is adopted for dividing the world into public and private, it can-
not hold ground against a g rowing host of socio- technical systems in which 
radically expanded powers over information have been implemented. Because 
of these powers, there are no actors, no spheres, no information that can be 
assigned unconditionally to the domain of the public, free of all and any con-
straints imposed by rights of privacy; none are “up for grabs.”

However, my critique does not amount to total rejection. Many of the in-
sights driving the private/public dichotomy approach are sound, even though 
fl aws have b een e xposed by s ocio- technical s ystems a nd practices. It s eems 
natural for privacy restrictions to be tailored to the actors in question and to 
vary according to the spheres or realms in which activities or transactions are 
occurring. One would also expect a r ange of varying restrictions to apply to 
information of d iff erent t ypes depending on whether or not its release may 
cause harm, whether or not it i s about intimate ac tivities and relationships, 
and whether or not it is the legitimate business of government. But these are 
not the only variations that conceivably may aff ect restrictions we may wish to 
prescribe on the fl ows of personal information.

The framework of contextual integrity, presented in Part III, builds on valu-
able insights of the theoretical and other works discussed above. Many of the 
complexities t hat revealed gaps a nd oversights i n t hese works a re readily ab-
sorbed in t he f ramework: contextual integrity situates privacy restrictions on 
information fl ows in a much richer social milieu, and thus is able to draw on a 
richer domain of variables for characterizing realms, actors, and information.
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T H E  F R A M E W O R K  O F 

 C O N T E X T U A L  I N T E G R I T Y

THE CENTRAL THESIS OF THIS BOOK IS THAT A RIGHT TO 

privacy is neither a r ight to s ecrecy nor a r ight to c ontrol 
but a right to appropriate fl ow of personal information. The framework 
of contextual integrity, developed in Part III, makes rigorous the no-
tion of appropriateness. Privacy may still be posited as a n important 
human right or value worth protecting through law and other means, 
but what this amounts to is a right to contextual integrity and what this 
amounts to varies from context to context.

In Chapter 7 I l ay out the fundamental building blocks of contex-
tual integrity: social contexts and context- relative informational norms. 
The n orms, w hich p rescribe t he fl ow o f p ersonal inf ormation in  a  
given context, are a f unction of the types of information in question; 
the respective roles of the subject, the sender (who may be the subject), 
and the recipient of this information, and the principles under which 
the information is sent or transmitted from the sender to the recipient. 
When these norms are contravened, we experience this as a v iolation 
of privacy,  here labeled as a violation of contextual integrity. The prob-
lem with many of the controversial socio- technical systems discussed 
in Part I is that they fl out entrenched informational norms and hence 
threaten contextual integrity.

For t he f ramework o f c ontextual i ntegrity to ha ve mo ral c lout, 
however, it  mu st o ff er more than an ability to determine whether 
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novel systems and practices contravene entrenched norms. If not, one could 
not distinguish between those that ought to be resisted and those, including 
many benefi cial new systems and practices enabled by advances in informa-
tion science and technology, t hat ought to b e embraced. The f ramework, as 
further developed in Chapter 8, incorporates an approach to evaluating novel 
systems and practices against entrenched norms they violate, allowing for the 
possibility that the former might legitimately challenge and lead to reform of 
the latter.  Here, too, the framework draws from the wealth of ideas developed 
in prior work on privacy but adds into the mix the notion of values, ends, and 
purposes around which social contexts are oriented.

In C hapter 9 I demo nstrate h ow t he f ramework o f c ontextual i ntegrity 
may be used to a nalyze a nd evaluate specifi c cases, including several intro-
duced i n P art I . P rivacy adv ocates may r ightly su spect t hose w ho c laim to 
support privacy while insisting that it must be “balanced” with needs to col-
lect and share personal information for the sake of law and order, effi  ciency, or 
security of thinly veiled expediency. By this light, they may accuse the call of 
contextual integrity for appropriate fl ow and not the stoppage of fl ow of simi-
lar expediency. This would be a mistake. The framework of contextual integ-
rity does not allow privacy to be compartmentalized at the margins of social 
and po liti cal life, to be called on from time to time to merely contain overzeal-
ous government intrusion or discipline corporate indiscretion with personal 
data. By contrast, privacy as contextual integrity is a complex, delicate web of 
constraints on the fl ow of personal information that itself brings balance to 
multiple spheres of social and po liti cal l ife. Systems and practices that radi-
cally d isturb t his web of constraints a re not merely t hreatening a ma rginal 
newcomer to the stage of values and rights, but potentially tearing at the very 
fabric of social and po liti cal life.
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7  Contexts, Informational Norms, Actors, 

Attributes, and Transmission Principles

OBSERVING HOW PRIVACY NORMS VARY ACROSS AND WITHIN 

 social groups, some critics have concluded that privacy is at best 
a c ulturally r elative p redilection r ather t han a u niversal h uman v alue. T he 
framework of contextual integrity begins with the same observation, but draws 
a diff erent conclusion; there is, indeed, great complexity and variability in the 
privacy c onstraints p eople e xpect to h old over t he fl ow o f i nformation, b ut 
these e xpectations a re s ystematically r elated to c haracteristics o f t he bac k-
ground social situation. Once these characteristics are factored into an ac-
count of privacy expectations (hereaft er referred to as norms of information 
fl ow), the law- like character of these privacy expectations, or norms, is much 
more evident. Variability in norms, in other words, is far from idiosyncratic or 
arbitrary. The heart of the framework of contextual integrity is an elabo ration 
of i ts ke y c onstruct: c ontext- relative i nformational n orms. C ontext- relative 
informational n orms f unction de scriptively w hen t hey e xpress en trenched 
expectations governing the fl ows of personal information, but they are also a 
key vehicle for elaborating the prescriptive (or normative) component of the 
framework of contextual integrity. In this chapter I introduce key notions of a 
context and an informational norm and elucidate the descriptive component 
of the framework of contextual integrity.

In the course of people’s lives we act and transact not simply as individuals 
in an undiff erentiated social world, but as individuals acting and transacting 
in certain capacities as we move through, in, and out of a plurality of distinct 
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social contexts. By contexts, I mean structured social settings with character-
istics t hat have evolved over t ime (sometimes long periods of t ime) a nd a re 
subject to a h ost of causes and contingencies of purpose, place, culture, his-
torical accident, and more. Familiar to those of us living in modern industrial 
societies are contexts of health care, education, employment, religion, family, 
and the commercial marketplace. In these contexts we act and interact with 
others, individually and collectively, as coworkers, professionals, clients, teach-
ers, students, citizens, family members, club members, congregants, and neigh-
bors. We relax with family, commune with neighbors, go to work, seek medical 
care, a ttend s chool a nd r eligious s er vices, v isit f riends, c onsult w ith ps y-
chiatrists, hire lawyers, cast votes, and go shopping, banking, dancing, and to 
concerts.

I am not inventing the idea of a social context. Instead, I rely on a robust 
intuition r igorously d eveloped i n s ocial t heory a nd ph ilosophy t hat p eople 
engage w ith o ne a nother n ot si mply a s h uman to h uman b ut i n c apacities 
structured by social spheres. Inspired by various goals and specialized con-
cerns, this idea has spawned a host of formal accounts populating a range of 
academic fi elds, i ncluding socia l t heory, socia l psychology, sociology, socia l 
philosophy, a nd p o liti cal s cience. I nfl uential ac counts a re a ssociated w ith 
leading fi gures i n sociology, f rom found ers of t he fi eld such a s Talcott Pa r-
sons, E rving G off man, a nd Ma x Weber (who c oined t he ter m “ spheres o f 
value” f or t his p urpose), to c ontemporary s cholars o f i nstitutional t heory, 
 including Paul DiMaggio and Walter Powell, whose account of institutions as 
“a pattern of regularized conduct” (Martin 2003, 40) captures aspects of the 
basic i ntuition. I n i nstitutional f rameworks, suc h a s ma rriage a nd pa rent-
hood, actors’ expectations of each other are set out in rules and social mores 
that do not just stem from individuals.

Pierre Bourdieu’s fi eld theory is another highly developed account of struc-
tured s ocial s ettings d efi ned b y a s et o f c onstructs t hat a re c onsonant w ith 
those I have informally associated with contexts. Bourdieu, a French phi los o-
pher and social theorist who emerged to prominence in the latter half of the 
twentieth century, was preoccupied with hierarchy and the uneven distribu-
tion of power within what he called social fi elds, “familiar divisions of action 
[divided] into self- contained realms of endeavor” (Martin 2003, 23; see a lso 
Bourdieu 1984). Social fi elds a re d iff erentiated, s tructured s ocial s ystems i n 
which i ndividuals a re defi ned by t heir position i n t he fi eld. A lthough fi elds 
are a utonomous, t hey c an b e a ff ected by outside events in ways that vary 
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 according to t he i nternal l ogic o f e ach fi eld. I ndividuals i n t heir r espective 
positions have unequal possession of and access to t he species of capital val-
ued i n t heir respective fi elds. G overned by a n i nternal “ law” t hat regulates 
their ac tions a nd p ractices, s ocial a gents a re a rrayed i n de eply en trenched 
power relationships within fi elds. Although agents may engage in antagonis-
tic or competitive relationships w ith one a nother, t hey a re a lso, a s players, 
bound b y t he r ules o f t he fi elds. A s s ociologist J ohn L evi Ma rtin w rites, 
“What is at stake in a chess, tennis, or sumo tournament is not simply which 
individual will be the winner, but what kind of chess, tennis, or sumo (and 
hence what kinds of players) will dominate the fi eld in the future” (2003, 23). 
In the course of developing these general ideas, Bourdieu paid considerable 
attention to the professional fi elds of law and journalism, as well as photog-
raphy, l iterature, a nd academia, as he shaped h is ideas on t he constitutive 
theoretical constructs.

Social phi los o phers proff ering accounts of social ontology have also de-
fi ned a family of constructs analogous in function to those associated with 
fi elds a nd i nstitutions. I n t he a nalytic t radition, R aimo T uemelo, J ohn 
Searle, Ma rgaret Gi lbert, a nd S eumas M iller ac count f or t he s ocial w orld 
and the  activities of human agents within it not only in terms of their indi-
vidual or shared properties as human beings, but in terms of their proper-
ties as social actors, in social roles, and within social structures, be they 
“fi elds,” “institutions,” or “contexts” (Searle 1995; Miller 2001). So robust are 
these paradigmatic social spheres in the ways even ordinary people concep-
tualize their lives that leading psychologists Roger Schank and Robert Abel-
son (1977) p ostulated t he e xistence o f c ognitive s tructures, o r k nowledge 
repre sen ta tions of ste reo typed actions such as eating at a restaurant, which 
they called “scripts.” The elements of these scripts include paradigmatic ac-
tors (e.g.. waiters),  activities (e.g., reading a men u, ordering), t ypical envi-
ronments ( e.g., r estaurants), a nd s equences ( e.g., o rder- eat- pay). A nother 
infl uential work that assumes social diff erentiation is the po liti cal phi los o-
pher Michael Walzer’s theory of justice, which posits that there are distinct 
social spheres— politics, workplace, marketplace, family, s tate, school, a nd 
so forth— defi ned by distinctive social goods with special meanings distrib-
uted in  t heir respective spheres according to di stinctive sets of principles 
(Walzer 1984).

In t he C ontinental t radition, T heodore R . S chatzki p osits “practices” a s 
basic building blocks of social order: “Social orders . . .  are a rrangements of 
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people and of the artifacts, organisms, and things through which they coexist, 
in which t hese entities relate and possess identity and meaning. To say t hat 
orders are established within practices is to say that arrangements— their rela-
tions, identities, and meanings— are determined there” (2001, 53). According 
to Schatzki, practices are constellations of activities constituted by a p ool of 
understandings, constituent actions, and practitioners (identities, roles); a set 
of rules that “enjoin or school in par tic u lar actions”; and “a mix of teleology 
and aff ectivity” (p. 51). Schatzki’s teleology is reminiscent of the more familiar 
values, or ends, and aff ectivity of beliefs about the constellation of activities 
that w ill b ring t hose en ds a bout. H e w rites, “ In su m, a p ractice i s a s et o f 
 doings and sayings or ga nized by a pool of understandings, a set of rules, and 
a teleoaff ective structure. . . .  that can change over time in response to contin-
gent e vents. Bu t i t i s b y v irtue o f e xpressing c ertain u nderstandings, r ules, 
ends, projects, beliefs, and emotions ( etc.) that behaviors form an or ga nized 
manifold” (p. 53).

Contexts

Contexts are structured social settings characterized by canonical activities, 
roles, r elationships, p ower s tructures, n orms (or r ules), a nd i nternal v alues 
(goals, ends, purposes). I have not fully adopted any one of the standard theo-
ries a s a f ramework f or t he i ntuitive n otion o f a c ontext, t hough a ll sha re 
a  remarkably si milar a rray o f ke y t heses a nd c haracteristics, s tarting w ith 
the  basic i dea t hat s ocial l ife c omprises s tructured, d iff erentiated spheres, 
whether l abeled a nd t heorized a s “ fi elds,” “ institutions,” “ structured s ocial 
systems,” “spheres,” “social structures,” “practices,” or “contexts.” Further, al-
though contexts a re t uned sp ecifi cally to t he t ask o f f raming a r esponse to 
socio- technical systems and practices that have radically altered information 
fl ows, most of t heir key characteristics can be roughly matched w ith corre-
sponding characteristics of their more formally developed counterparts. The 
idea of canonical ac tivities, for example, corresponds to i nstitution t heory’s 
patterns of regularized conduct, S chank a nd Abelson’s s te reo typed ac tions, 
and Schatziki’s practices; the idea of roles corresponds to Bourdieu’s positions 
and s everal of t he phi los o phers’ s ocial ac tors a nd s ocial roles; p ower s truc-
tures c orrespond to B ourdieu’s h ierarchies a nd en trenched p ower r elation-
ships; contextual norms correspond to D iMaggio and Powell’s rules and so-
cial mores, Bourdieu’s internal law, and Schatzki’s sets of rules; and internal 
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values correspond to Bourdieu’s capital, Walzer’s social goods, and Schatzki’s 
ends or teleology.

Of mos t i mmediate r elevance to t he de velopment o f t he f ramework o f 
contextual integrity are the constructs of roles, activities, norms, and values, 
each briefl y explained below.

Roles. Contexts incorporate assemblages of roles. By t his I mean typical or 
paradigmatic capacities in which people act in contexts. Teachers, physicians, 
lawyers, s tore ma nagers, s tudents, p rincipals, c ongregants, r abbis, v oters, 
cashiers, consumers, receptionists, journalists, waiters, patients, and clients 
are among some of the most familiar roles.

Activities. C ontexts a re pa rtly c onstituted b y t he c anonical ac tivities a nd 
practices in which people, in roles, engage. Examples include browsing goods 
in a s tore, si nging h ymns i n c hurch, c ompleting h omework a ssignments, 
lecturing in a classroom, conducting and undergoing physical examinations, 
writing r eports, en tering a v ote a t a p olling s tation, a nd i nterviewing job  
applicants.

Norms. Behavior- guiding norms prescribe and proscribe acceptable actions 
and practices. Some of them defi ne t he relationships a mong roles a nd, i n 
this w ay, th e p ower s tructures th at c haracterize m any f amiliar s ocial 
contexts. Consider how the various elements interact in the case of a grade 
school, w hich f unctions i n a n e ducational c ontext. A ttending t he g rade 
school are children in the role of students, taught by adults in the role of 
teachers, managed by an adult in the role of a principal. Schools also usually 
include administrative staff , clerical workers, and janitors, and are overseen 
by a d istrict su perintendent. N orms p rescribe t hat te achers e xpound o n 
subjects in the curriculum and prepare report cards; students pay attention, 
write notes, ask questions, complete homework assignments, and take tests; 
the principal keeps a c lose eye on things and sometimes disciplines unruly 
students o r l ackadaisical te achers. I n o ther e ducational c ontexts, suc h a s 
universities, t he a ssemblages o f rol es, ac tivities, a nd n orms a re si milar, 
though not identical. Academic departments, for example, include chairs, 
tenured f aculty, a ssistant p rofessors, s tudents, a nd ad ministrators w ho 
engage i n t ypical ac tivities a nd i nteractions. N orms de fi ne t he dut ies, 
obligations, prerogatives, and privileges associated with par tic u lar roles, as 
well as acceptable and unacceptable behaviors. (Much more is said about 
norms below.)
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Values. Ma ny o f t he c anonical ac tivities o f a c ontext a re o riented a round 
values— sometimes more apt ly c alled goals, purposes, or ends; t hat i s, t he 
objectives around which a context is oriented, something akin to Schatzki’s 
“teleology.” Values are crucial, defi ning features of contexts. Imagine visitors 
from Ma rs l anding o n E arth a t a s chool, u niversity, o r, f or t hat ma tter, a  
hospital, with instructions to report to their leaders back home all they have 
learned a bout l ife o n E arth. L ike a ll g ood e thnographers, t hey ma ke 
extensive sightings and recordings, take copious notes on a ll of the hustle 
and bustle, enga ge i n s ensitive c onversation w ith e arthlings, a nd obs erve 
roles, regularities, a nd r ules, but t hey w ill be m issing something crucial i n 
their reports on these contexts unless they have grasped the set of ends, values, 
and objectives around which these contexts are oriented; in sum, the teleol-
ogy of education or health care. They would be unable to  understand or 
properly e xplain w hat th ey h ave o bserved wi thout a ppreciating th at th e 
purposes of educational contexts include transmitting knowledge, know- 
how, and, arguably, social values to a society’s young; imparting training; and, 
sometimes, p reparing s tudents f or o ccupations b eyond s chool. T hey w ould 
need to have grasped that among the values of health care are alleviating 
physical suff ering, curing illness, and promoting the health of individuals 
as well as collectives. Although settling on a defi nitive a nd complete l ist of 
contextual values i s neither si mple nor noncontentious, t he central point i s 
that contextual roles, ac tivities, practices, a nd norms ma ke sense largely i n 
relation to contextual teleology, including goals, purposes, and ends.

To simplify usage, hereaft er I generally use the term values or contextual val-
ues to refer to this cluster of teleological notions.

Contexts a re not  for mally d efi ned c onstructs, but, a s mentioned e arlier, 
are intended as  abstract repre sen ta tions of social s tructures experienced in 
daily life. In saying what contexts are and itemizing their key characteristics I 
should n ot b e t aken a s s tipulating t hat c ontexts, by de fi nition or necessity, 
take a par tic u lar form. Rather, I am attempting to create a generalized snap-
shot of a context based on attributes observed across concrete instances, ulti-
mately testable in the real world. In other words, the activity of fl eshing out 
the details of particular types of contexts, such as education or health care, is 
more an exercise of discovery than of defi nition. Because contexts are essen-
tially rooted in specifi c t imes and places, their concrete character in a g iven 
society, refl ected in roles, practices, norms, and values, is likely to be shaped 
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uniquely by t hat society in relation to t he a rrangement of other contexts in 
that society as well as to its culture, history, politics, and economics, and even 
to p hysical a nd na tural c ontingencies (e.g., w ar, f amine, a nd e arthquakes). 
Disparities across societies, cultures, and historical periods may manifest in 
diff erences between contexts of the same type (e.g., diff erences in characteris-
tics of educational contexts across societies), or perhaps even divergent con-
textual structures. It is therefore worth discerning how similar the constella-
tion of contexts (educational, po liti cal, familial,  etc.) is across societies. Such 
questions, however, lie outside the purview of this book, belonging rather in 
the territory of anthropologists and other empirical social scientists.

Even within a given society, there can be great variability in how key char-
acteristics manifest across contexts. One dimension of variability is how fi nely 
articulated these characteristics are. Certain contexts are articulated in great 
detail, f or e xample, v oting s tations, c ourtrooms, a nd h ighly r itualized s et-
tings such as church ser vices. In these contexts the roles, actions, and prac-
tices are thickly specifi c and guided, in detail, by a r ich set of norms. In the 
context o f a p olling s tation d uring demo  cratic el ections, rol es a re c learly 
specifi ed, and what one says and does in that context is constrained by law, 
regulation, and possibly local custom. In contrast, contexts such as business 
meetings or open- air markets may be relatively sparsely and incompletely (or 
partially) specifi ed. Accordingly, although certain roles are specifi ed, no one 
is surprised to encounter great variation in others; likewise, what people say 
and do and what transactions are performed are somewhat, but far from fully, 
constrained. At a cocktail party in the United States circa 2009, f or instance, 
the norms of propriety generally demand that guests arrive more or less at the 
appointed t ime and be fully clothed (perhaps, more specifi cally, in “cocktail 
attire”), that they eat and drink in the appropriately polite manner, and that 
they thank the hosts upon departure. Within these sparse requirements, the 
scope of action is quite open- ended. Variation we may encounter in individ-
ual i nstances i s n ot a lways a r esult o f o pen- ended, pa rtial, o r i ncomplete 
specifi cation. I t ma y r efl ect c ontention w ithin a s ociety o ver t he s tructural 
characteristics of a g iven context. I n t he context of sexual relations, for ex-
ample, h istorically t here has been s trong d isagreement about t he legitimate 
presence of marketplace norms, leading some members of a g iven society to 
eschew the buying and selling of sex, while others deem it acceptable.

Another diff erence among contexts is in the degree to which they are insti-
tutionalized or recognized formally and explicitly. Law is one such mechanism, 
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important for according formal sanction as well as imposing explicit gover-
nance over a c ontext. There a lso are mechanisms for institutionalizing con-
texts, or fragments of contexts, such as the rules of a professional society, club, 
or religious community. There can be interactions among these mechanisms; 
laws setting out a ba sic f ramework for certain types of contexts, such as for 
corporations or  profe ssions, a re f urther fl eshed out by r ules or professional 
codes applying to par tic u lar corporation or professional societies, which may 
specify offi  ceholders (roles), goals, practices, and norms of acceptable or ex-
pected behavior. There may be a further amalgam of elements that are explic-
itly a nd offi  cially sanctioned w ith others t hat a re only tacitly a nd g radually 
incorporated into the contexts. In my view, many per sis tent specifi c disagree-
ments over the nature and extent of the right to privacy are the result of this 
par tic u lar form of variability across contexts. Defenders of one position are 
prepared to ac cept only t hose elements (roles, ac tivities, norms, and values) 
that are explicitly recognized in the law of privacy, whereas others accept as 
legitimate constraints that originate from a broader array of sources, includ-
ing customary expectations, art, literature, ethics, and even etiquette.

It i s u seful to h ighlight p ossible r elationships a mong a nd b etween c on-
texts. One of these is nesting. The example discussed earlier of a grade school 
context i s nested w ithin t he more general education context. Referring to a 
high school is further specifi cation within the nested contexts of grade school; 
an i nner- city h igh s chool, mo re s o; a nd a pa r tic u lar h igh s chool, s ay t he 
Washington Irving High School in Manhattan, even more. The education 
context a lso includes u niversities a nd t heir d istinctive substructures, which 
may, again, be further specifi ed down to individual instances, as in “the con-
text of New York University” with its par tic u lar rules and traditions overlaid 
upon the more generalized education elements. The implications for privacy 
of such nesting might be that the governing norms of the commercial market-
place may be diff erentiated from richer, more specifi c norms for food markets, 
and even more diff erentiated for an individual store.

Contexts may overlap and possibly confl ict with one another. What does 
this mean? In the course of daily life, people regularly fi nd themselves negoti-
ating multiple contexts, sometimes simultaneously. A mother takes her chil-
dren shopping, a physician is called to treat a friend’s medical condition, a job 
applicant is interviewed by her uncle, and one has friends who also are work-
place colleagues. Observing that practices do not exist in isolation from one 
another, Schatzki says t his about how t hey may be formally a nd informally 
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interwoven: “ Arrangements e stablished ac ross p ractices, s ay, f arming a nd 
commercial ones, interact and thus form an arrangement at, say, the general 
store; or when chains of action pass through diff erent practices, for example, 
those of farming, commerce, cooking, and state surveillance, and thereby set 
up arrangements that embrace farmers, shop own ers, spouses, and Internal 
Revenue Ser vice offi  cers” (2001, 53– 54).

Overlaps need not necessarily involve confl icts. Thus, a community health 
center may collaborate with school authorities to promote health and nutri-
tion w ithin schools. It is not so much that contexts themselves confl ict as 
that, occasionally, when and where they overlap the norms from one context 
prescribe actions that are proscribed by the norms of an overlapping context. 
In such instances, actors face tough choices: the uncle is inclined to off er the 
job to his niece out of love and a sense of family loyalty but is also disposed to 
select a nother candidate w ith more relevant work experience; t he physician 
might be inclined to warn a patient sternly to refrain from patently unhealth-
ful eating habits but as a f riend is reluctant to adopt such intrusive paternal-
ism about lifestyle choices.

Even though careful consideration of the details in specifi c contexts may 
favor one ac tion over t he o ther, t here may b e no general s olutions to t hese 
general types of confl icts and it may be that some are simply intractable. Col-
lisions among contexts giving rise to confl icts do not, in themselves, refute the 
context- based s tructure o f s ocial l ife a ny more t han v alue c onfl icts, a s d is-
cussed by Isaiah Berlin, constitute a refutation of values pluralism. Although 
some of the confl icts we face can be clarifi ed and even resolved by adopting 
sound strategies (too many to enumerate  here), others are simply entrenched 
in t he world a s we k now i t, not necessarily a f ault of t heory but one of t he 
challenges of living. Numerous confl icts, as they arise regularly in relation to 
privacy, will be discussed later at greater length.

Norms

Norms may be construed in a variety of ways, but because they are central to 
the account of contextual integrity, it is necessary to specify my understand-
ing  here before defi ning the concept of a context- relative informational norm. 
Like many other interesting and contentious concepts, the idea of a n orm is 
rich with intuitive meanings drawn from pop u lar usage in lived experience. At 
the same t ime, it has provoked considerable i nterest i n applied a nd scholarly 
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investigations in law, philosophy, and the social sciences, where scholars and 
practitioners have attempted to i mbue it with greater r igor. To attempt com-
prehensive coverage of the range of works would be both a presumptuous and 
impractical u ndertaking f or t his b ook; i nstead I s trive f or a n i nterpretation 
that is as close as possible to a natural one, disambiguated and made somewhat 
more precise through the insights of a small selection of relevant scholarship.

One p oint o f d isambiguation i s c hoosing b etween t wo rob ust i nterpre-
tations of the term. According to one, norms are part of the larger category of 
rules t hat prescribe, ma ndate, or require t hat certain ac tions be performed; 
according to the other, norms are used merely descriptively to refer to behav-
ioral regularities, habits, or common practices, with no underlying expecta-
tion or prescription. The a mbiguity is described in t his way by phi los o pher 
Cristina Bicchieri:

Still, the term social norm may refer to two very diff erent things. One is what 
people commonly do in certain situations or what constitutes ‘normal’ behav-
ior. T he ot her i s w hat p eople b elieve ought to b e done, w hat i s s ocially ap -
proved or disapproved. The fi rst may be dubbed descriptive norms, the latter 
injunctive norms. . . .  Conformity to a de scriptive norm does not i nvolve a n 
obligation or mutual expectations. . . .  It is important to notice that the behav-
ioral regularities we call descriptive norms are supported by unilateral expec-
tations. Though we expect others to follow the norm, we do not feel any pres-
sure to follow it ourselves. (2000, 156)

I ado pt  here a s a def ault t he p rescriptive i nterpretation, w hat B icchieri 
calls injunctive, highlighting the thematic l ink between norms and the nor-
mative instead of t he l ink Bicchieri asserts between norms a nd t he normal. 
Although this is not the place to launch a full defense of this choice, the nor-
mative meaning s trikes me a s dominant, a s one i s ha rd pressed to t hink of 
actual situations in which at least some hint of prescription is not lurking be-
hind the term norm, even in situations in which it is used ostensibly to refer 
merely to normal practice. I also tend toward the normative sense of the term 
because it l inks this work with dominant interpretations adopted in general 
canon ical works on norms by phi los o phers and legal theorists such as H. L. A. 
Hart and Joseph Raz (Hart 1961; Raz 1975; Richardson 1990; Miller 2001). Ac-
cordingly, when I say that an action or practice is norm- governed, I mean not 
only that most people generally follow it but they do so because they believe 
they ought to. Furthermore, I adopt the anatomy of norms that Raz adapted 
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from Georg Henrik von Wright (1963, chap. 5; Raz 1975, 50), attributing four 
key elements to norms: (1) a prescriptive “ought” element; (2) a norm subject— 
one upon whom the obligation expressed in the norm falls; (3) a norm act— 
the ac tion p rescribed i n t he n orm; a nd (4) a c ondition o f app lication— the 
circumstances in which the norm act is prescribed for the norm subject.

Even w ith t he focus narrowed to p rescriptive norms, great variability in 
norm types remains. One dimension of variability that is relevant to contex-
tual integrity is the degree to which norms are explicitly expressed in a given 
society, ranging from those that are only implicitly understood and accepted, 
to those that are explicitly formulated and sanctioned by authoritative indi-
viduals and institutions, to those that are explicit, formal, and enforced, such 
as norms embedded in formal legal systems. Seumas Miller, a social phi los o-
pher, is interested in a par tic u lar class of norms he calls social norms, distin-
guished f rom t he o thers i n t hat t hey a re n either e xplicitly e xpressed n or 
 enforced: “They are not, qua social norms, explicitly formulated; nor do they, 
qua s ocial n orms, ema nate f rom a ny f ormal a uthority o r ha ve a ny f ormal 
sanctions attached to them” (2001, 123). Context- relative informational norms, 
discussed below, can have all of the above.

Another d imension of variability recognized in t he philosophical l itera-
ture, beyond formal expression and offi  cial sanction, is in norm type. Famil-
iar i nstances of norm t ypes a re moral norms, proscribing ac tivities such as 
lying, infl icting physical ha rm, a nd s tealing; social conventions of e tiquette 
proscribing actions such as interrupting others while they are talking, walk-
ing u nclothed i n p ublic p laces, a nd add ressing n obility w ith i nappropriate 
familiarity; a nd rules or procedures in formal committee meetings, such as 
Robert’s Rules. Norms also vary in their degree of seriousness, from those 
that, as Raz has remarked, relate to “fundamental features of human societies 
and human life” to those that “like many rules of etiquette, are of little impor-
tance and carry l ittle weight” (1975, 51). Further, norms may vary according 
to  their h istorical le gacy, u niversality, a nd s ource of  or igination. R eligious 
norms, f or e xample, ma y ha ve a n i mpressive h eritage b ut l imited r ange o f 
 applicability versus newfangled fads, which may be widespread but fl eeting. 
Some norms originate as the imperatives of authority fi gures (or institutions), 
while others seem to have evolved along with cultures, histories, and po liti cal 
traditions, and, in fact, are partly constitutive of them.

One fi nal general point, relevant to the framework of contextual integrity, 
is t hat t he norms t hat g uide our l ives a re, for t he mos t pa rt, emb edded i n 
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systems. As Raz notes, “certain groups of norms are more than haphazard as-
semblages of norms. Normative systems are understood to have some kind of 
unity” (1975, 9). Rules of a game, laws of a country, bylaws of an association or 
club, principles in a code of professional ethics, and contextual norms are all 
cases of normative systems. To fully appreciate and fi nd norms that are ele-
ments of normative systems compelling, one needs to consider them against 
the backdrop of the system itself. Otherwise, in isolation, they might appear 
arbitrary or even dubious. Certain rules of the road, for example, make sense 
only holistically: directives such as “stop on red” and “drive on the right” are 
arbitrary on their own but function integrally in relation to “go on green” and, 
more g enerally, t he c omplex s ocio- technical s ystem o f road s, v ehicles, a nd 
drivers. Norms proscribing ma rital i nfi delity t hat s eem i mmediately robu st 
draw their import from the broader meaning of family and the institution of 
marriage in a g iven society. And norms guiding professional conduct might 
seem positively unethical except in relation to the broader functioning of the 
profession in society.

Context- Relative Informational Norms 
and Contextual Integrity

Given t he m yriad n orms t hat g overn ac tivities a nd p ractices w ithin a nd 
across contexts, consider those that are specifi cally concerned with the fl ow of 
personal information— transmission, communication, t ransfer, d istribution, 
and d issemination— from o ne pa rty to a nother, o r o thers. I w ill c all t hese 
 informational norms when speaking of them within individual contexts and 
context- relative informational norms when referring to them generally. Con-
textual integ rity is  defi ned i n ter ms of i nformational norms: i t i s preserved 
when i nformational n orms a re r espected a nd v iolated w hen i nformational 
norms a re breached. T he f ramework of c ontextual i ntegrity ma intains t hat 
the indignation, protest, discomfi t, and re sis tance to technology- based infor-
mation systems and practices, as discussed in Part I, invariably can be traced 
to breaches of context- relative informational norms. Accordingly, contextual 
integrity is proposed as a benchmark for privacy.

The Structure of Context- Relative Informational Norms
Context- relative informational norms are characterized by four key pa ram e-
ters: contexts, actors, attributes, and transmission principles. Generally, they 
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prescribe, for a g iven context, t he t ypes of information, t he parties who are 
the subjects of the information as well as those who are sending and receiving 
it, a nd t he principles under which t his information is t ransmitted. In other 
words, informational norms regulate the fl ow of information of certain types 
about an information subject from one actor (acting in a par tic u lar capacity, 
or role) to another or others (acting in a par tic u lar capacity or role) according 
to par tic u lar transmission principles.

Contexts
As discussed above, contexts are the backdrop for informational norms. It is 
crucial to bear in mind, particularly because it is so easy to forget when one 
enters t he f raught ter ritory of privacy, t hat i nformational norms a re a lways 
elements of a context- based system of informational norms as well as context- 
based normative systems, generally. Further, according to Raz’s adaptation of 
von Wright’s anatomy of norms, contexts are what he would call the condi-
tion of application, or the circumstances in which an act is prescribed for a 
subject. T he c o- constitutive relationship b etween i nformational norms a nd 
contexts is conveyed with the term context- relative information norms (here-
aft er frequently abbreviated to informational norms).

As a brief aside, connecting back to the discussions in chapters 5 and 6, the 
public/private dichotomy can be understood as a cruder version of contextual 
integrity, p ostulating only t wo c ontexts w ith di stinct s ets o f informational 
norms for each— privacy constraints in the private, anything goes in the pub-
lic. The framework of contextual integrity, by contrast, postulates a multiplic-
ity of social contexts, each with a d istinctive set of rules governing informa-
tion fl ows.

Actors
Informational norms have three placeholders for actors: senders of informa-
tion, recipients of information, and information subjects. Sender and receiver 
placeholders might be fi lled respectively by single individuals, multiple indi-
viduals, or even collectives such as organizations, committees, and so forth. 
(Other terms, including parties and agents, will be used to refer to those com-
municating, t ransmitting, sha ring, or s ending i nformation a s well a s t hose 
receiving it.) For the subject placeholder, I w ill only be seriously considering 
single individuals, though in many instances, the subject and sender of in-
formation will be one and the same. In specifying an informational norm, it 
is c rucial to i dentify t he c ontextual rol es o f a ll t hree ac tors to t he e xtent 
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 possible; that is, the capacities in which each are acting. In a healthcare con-
text, for example, there are numerous informational norms prescribing infor-
mation sha ring practices where t he subjects a nd senders a re patients t hem-
selves, and where the recipients are physicians. We might express this more 
formally by saying senders/subjects are acting in their capacity as patients 
seeking medical attention, and recipients are acting in their capacity as physi-
cians. O ther n orms app ly i n c ases w here t he r ecipients a re r eceptionists, 
bookkeepers, nurses, and so forth. In healthcare contexts there are informa-
tional norms governing the transmission of information about patients from 
physicians, a s s enders, to o ther r ecipients (such a s me dical s tudents u nder 
their tutelage, fellow practitioners, insurance companies, and their spouses).

In r equiring t hat ac tors’ rol es a re f ully sp ecifi ed a s a def ault c ondition, 
the framework of contextual integrity provides a more expressive medium for 
highlighting v ariables t hat a re r elevant to p rivacy. A ctors’ rol es a re a mong 
those critical variables that aff ect people’s rich and complex sensibilities over 
whether privacy has been v iolated or properly respected. Other attempts to 
articulate privacy principles go awry b ecause t hey neglect or u nder- specify 
actors’ roles in explicating both policies and the problematic scenario under 
consideration. As a result, we are called to adjudicate incompletely specifi ed 
situations because rarely, if ever, is the fl ow of information prohibited, or re-
quired, i n a w ay u nconditioned by t he c apacities i n w hich s ender, subjects, 
and recipients are acting. In structuring informational norms with placehold-
ers for ac tors, t he f ramework of c ontextual i ntegrity a ffi  rms intuitions that 
the capacities in which actors function are crucial to the moral legitimacy of 
certain fl ows of information. This holds true even when it appears that it does 
not— as when people remark that certain information is secret when they usu-
ally mean it is secret in relation to some actors, or constrained by a par tic u lar 
principle of transmission rather than absolutely. Usually, when we mind that 
information about us is shared, we mind not simply that it is being shared but 
that it is shared in the wrong ways and with inappropriate others. Although 
most of the time these requirements are tacit and the states of all pa ram e ters 
need not be tediously spelled out, in controversial cases, elliptical expressions 
of people’s expectations can be taken too literally and serve as sources of com-
mon misunderstandings.

The relevance of actors to whether a par tic u lar system or practice violates 
privacy is oft en implicit in our reactions even if not systematically theorized. 
Among the exceptions, James Rachels’s account of the value of privacy cited 
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in C hapter 4 ma kes t his c onnection e xplicitly: “ businessman to em ployee, 
minister to c ongregant, do ctor to pat ient, husband to w ife, pa rent to c hild, 
and so on. In each case, the sort of relationship that people have to o ne an-
other involves a c onception of how it is appropriate for them to b ehave with 
each other, and what is more, a conception of the kind and degree of knowl-
edge concerning one another which it is appropriate for them to have” (1975, 
71). Just as contexts generalize the dichotomy of realms to a r ich multiplicity, 
the notion of people acting in capacities generalizes a dichotomy of actors; it 
is relevant to know whether the actors are government or private, and in what 
capacity they act, among an innumerable number of possibilities.

Attributes (Information Types)
In t he passage quoted above, Rachels affi  rms t he critical relevance of actors 
to a sense that privacy has been violated. Another pa ram e ter of equal impor-
tance is the nature of the information in question: not only who it was about, 
and to whom and from whom it was shared, but what it was about; or, as Rachels 
puts it, the “kind and degree of knowledge” (1975, 71) . The framework of con-
textual i ntegrity i ncorporates attributes or  type or  nature of  i nformation 
(terms I will use interchangeably) as another key pa ram e ter in informational 
norms. (A technical term with similar meaning is data fi eld.) In a healthcare 
context, for example, strictures on information fl ow vary according to rol es 
and to t he t ype of i nformation i n que stion, w hether i t b e patients’ me dical 
conditions, t heir a ttire, t heir add resses a nd p hone numbers, t he na me a nd 
code number of t heir health i nsurance c arrier, or t he ba lances on t heir ac-
counts.  Here, to o, a nalysis i n ter ms o f c ontextual i ntegrity i s a r adical b ut 
clearly essential generalization of approaches that assume a private/public di-
chotomy of information. These approaches also recognize the importance of 
information types, but only two types; analysis in terms of contextual integ-
rity, in principle, recognizes an indefi nite array of possibilities.

Informational norms render certain attributes appropriate or inappropri-
ate in certain contexts, under certain conditions. For example, norms deter-
mine it appropriate for physicians in a h ealthcare context to quer y their pa-
tients on the condition of their bodies, but in the workplace context for the 
boss to do the same thing would usually be inappropriate (an exception could 
be made for circumstances such as the coach of a professional football team 
inquiring about a player’s heart condition). To friends, we confi de details of ro-
mantic entanglements (our own and those of others); to the bank and creditors, 
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we disclose details of our fi nancial standing (earnings, loan payments); with 
professors, students discuss their grades; at work we discuss per for mance goals 
and salaries— all generally appropriate attributes in these contexts.

Recognizing the import of information type, some, l ike theorist Charles 
Fried, have strung it along a single continuous dimension of more to less inti-
mate, more to less sensitive; others, as mentioned above, have split it into di-
chotomies of personal versus nonpersonal (or public), highly sensitive versus 
not sensitive, and so on. In contrast with these approaches, appropriateness 
is not one- dimensional nor is it binary. For example, it is not simply that one 
discusses intimate matters with friends and impersonal matters with, say, co-
workers, because in many societies it is inappropriate to d iscuss salaries and 
fi nancial standing with close friends but appropriate to do so with one’s boss 
and o ne’s ba nker. T he f actors de termining app ropriateness a re si multane-
ously variable. Consider that friends are typically aware of each other’s reli-
gious affi  liations, w hile suc h i nformation i s off  l imits i n a job i nterview o r 
workplace (at l east, i n t he United St ates). I nformation a bout a n app licant’s 
marital status is inappropriate for a job i nterview in the present- day United 
States, but quite appropriate in the context of courtship. Physicians are famil-
iar w ith medical conditions but would hesitate to delv e i nto ei ther t he reli-
gious affi  l iation or fi nancial standing of their patients. 

Those who may be expecting a p recise defi nition of information t ype or 
attribute will be disappointed, for I rely throughout on an intuitive sense, as-
suming that it is as adequate for the explication of contextual integrity as for 
many important practices and policies successfully managed in society with 
nothing more. One need look no further than the endless forms we complete, 
the menus we select from, the shopping lists we compile, the genres of music 
we listen to, the movies we watch, the books we read, and the terms we submit 
to search engines to grasp how at ease we are with information types and at-
tributes. Our daily lives are or ga nized, and complex po liti cal and institutional 
functions are managed, by means of myriad information schemes that require 
at l east a n u nderstanding o f sp oken l anguage, t hough ob viously t here a re 
times when expert or specialized knowledge is important. In highly circum-
scribed contexts, such as an or ga ni za tion wishing to automate a spectrum of 
its business pro cesses, a top- down, fi nite taxonomy of attributes may be use-
ful; f or e xample, t he I nternal Re venue S er vice o r t he U .S. C ensus Bu reau 
might seek to automate policies for the fi nite data fi elds extracted from their 
forms. In general, this is not only unnecessary but might even be inimical to 
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the idea of contexts as evolving structures and t he activities, ac tors, norms, 
values, and attributes comprising them evolving simultaneously. In general, 
attribute schemes will have co- evolved with contexts and not be readily acces-
sible to fi xed and fi nite repre sen ta tions.

Transmission Principles
A transmission principle is a constraint on the fl ow (distribution, dissemina-
tion, t ransmission) o f i nformation f rom pa rty to pa rty i n a c ontext. T he 
transmission p rinciple pa  ram e ter i n i nformational n orms e xpresses ter ms 
and conditions under which such transfers ought (or ought not) to occur. The 
idea of a t ransmission principle may be t he most d istinguishing element of 
the framework of contextual integrity; although what it denotes is plain to 
see, it usually goes unnoticed.

How t ransmission pr inciples f unction i s pr obably mo st e ff ectively con-
veyed through illustrations. One of the most salient is confi dentiality, stipu-
lating that the party receiving information is prohibited from sharing it with 
others. Other familiar instances include reciprocity, by which I mean a prin-
ciple determining that information fl ows bidirectionally; dessert, determin-
ing t hat a n ac tor de serves to r eceive i nformation; en titlement ( similar to 
dessert), determining that one party is entitled to know something; compul-
sion, determining that one party (oft en, t he information subject himself ) is 
compelled or ma ndated to r eveal i nformation to a nother; a nd need, de ter-
mining t hat o ne pa rty n eeds to k now i nformation o f a pa r tic u lar k ind. A 
transmission p rinciple m ight de termine t hat i nformation m ust b e sha red 
voluntarily, o r c onsensually; i t ma y r equire t he k nowledge o f t he sub ject 
(“notice”), or only her permission (“consent”), or both. Transmission princi-
ples may a llow for commercial exchanges of information bought, sold, bar-
tered, or l eased i n ac cordance w ith t he r ules o f a c ompetitive f ree ma rket. 
The list is probably indefi nite, particularly if we allow for nuanced and com-
plicating variations.

Transmission p rinciples a re b ut o ne o f t he pa  ram e ters emb edded i n a n 
informational norm, in a given context, covarying with the other pa ram e ters 
of actors and attributes. Imagine these as juggling balls in the air, moving in 
sync: contexts, subjects, senders, receivers, information types, and transmis-
sion principles. Again, examples drawn from familiar experiences might help 
clarify this. In the context of friendship, we almost always expect information 
to be shared voluntarily. One chooses to share information with one’s friend, 
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though friends oft en draw conclusions about one another on the basis of what 
each says and does. Although the type of information shared in friendship is 
wide- ranging, there are generally certain locally relative (probably a lso age- 
relative) p rohibitions. F riends sha re i nformation r eciprocally, g enerally a s-
suming that what they say to each other will be held in confi dence. Although, 
in t he context of f riendship, some departure f rom t hese norms i s generally 
allowable (as when f riends coax i nformation f rom each other), s traying too 
far may be viewed as a breach. Ferreting out information about a friend from 
third parties, peeking in a diary, or divulging to others information shared in 
friendship are actions that not only may be judged as betrayals, but call into 
question the very nature of the relationship.

Contrast the confi guration of transmission principles in health care with 
those of friendship. True, as with friendship, strict confi dentiality is thought 
to g overn t he fl ow o f i nformation to t he p hysician a bout pa st a nd p resent 
physical a ilments, but unlike in friendship, the subject’s discretion does not 
reign supreme. I nstead, s omething c loser to t he physician’s ma ndate de ter-
mines the fl ow, in the sense that a physician might reasonably condition care 
on the fullness of the patient’s information disclosure. This does not apply to 
all information, however, but information the physician deems necessary for 
delivering a sound diagnosis and competent care by standards of the profes-
sion. Another diff erence is that the fl ow is unidirectional (i.e., not reciprocal); 
physicians a re n ot e xpected to sha re i nformation a bout t heir p hysical a il-
ments, or much personal information at all, with patients.

A further point of diff erence between the contexts of friendship and health 
care is that many of the informational norms in the latter are formally codi-
fi ed, either through law or codes of professional conduct (in the United States 
and most other countries), and complex rules stipulate such matters as when 
a patients’ explicit consent is required for t ransmission and how the fl ow of 
information is aff ected by the nature of the ailment in question (for an exam-
ple, s ee t he H ealth I nsurance P ortability a nd A ccountability A ct o f 1996). 
Rules also govern the set of appropriate recipients, for example, caregivers are 
obliged to t ransmit information about incidents of food poisoning or highly 
infectious diseases to public health offi  cials; law enforcement agents are enti-
tled to i nformation a bout g unshot w ounds; me dical i nsurance c ompanies, 
under t he c urrent regime, a re entitled to k now w hat c ategories of a ilments 
patients a re t reated f or, a nd s o o n. De spite t he e xistence o f t hese c omplex 
rules, t here are still open a nd controversial i ssues; for example, what t rans-
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mission principles ought to govern the fl ow of various categories of informa-
tion to d rug c ompanies, a nd w hether p eople a re entitled to k now t he H IV 
status of their sexual partners.

A few more illustrations may be useful for fi lling out and elucidating the 
range of possible transmission principles and the way they function in famil-
iar scenarios. In transactions between customers and mail- order companies, 
customers are required to provide, at the very least, information necessary to 
pay (e.g., credit card information) and to r eceive the goods (e.g., a sh ipping 
address). Although the job o f law enforcement might be easier  were the in-
vestigation of c riminal ac tivity a llowed to p roceed w ith no restrictions, t his 
 con text is governed by a rigorous set of rules governing how offi  cers conduct 
themselves, what t hey a re a nd a re not a llowed to a sk c itizens a nd suspects, 
and how they may and may not transmit this information thereaft er. Further, 
although arresting offi  cers a re constrained i n what t hey a re a nd a re not a l-
lowed to ask at various stages, suspects, though compelled to a nswer certain 
questions, are free to volunteer information beyond this. The admissibility of 
information as  e vidence in  c ourt, d efi ning a nother t ransmission pr inciple, 
would need to be addressed on a case- by- case basis guided not only by policy 
but t he d iscretion o f t he p residing j udge. C ourtrooms a re g enerally t ightly 
rule- governed. Even the Fift h Amendment may be understood as defi ning a 
transmission principle: suspects themselves may not be forced to provide self- 
incriminating evidence although this evidence presumably may be obtained 
by other (legal) means.

Control Versus Access

It is worthwhile revisiting the per sis tent, irresolvable disagreement discussed 
in Part II over whether a right to privacy is a right to control versus a right to 
limit or constrain access to information by others. The framework of contex-
tual integrity reveals why we do not need to choose between them; instead, it 
recognizes a place for each. The idea that privacy implies a limitation of access 
by o thers o verlaps, g enerally, w ith t he i dea o f a n i nformational n orm. T he 
former focuses on diminishment of access; the latter includes diminishment 
of access as one way information fl ow might be governed (though it may gov-
ern the fl ow of information in other ways). Informational norms are generally 
far richer in specifying not only when access is diminished but, as we have seen, 
allow one to specify about what, about whom, and against whom. Phi los o pher 
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Jeff rey Rei man (1995), w e  recall, off ers some of this specifi city when he re-
quires that access not be at the discretion of others.

Control, too, remains important in the framework of contextual integrity, 
as one of the t ransmission principles. Whereas many dominant accounts of 
privacy identify the right to privacy as a right to control, in the framework of 
contextual integrity, as we have seen, it is but one among many possible trans-
mission principles, which in turn are but one of the pa ram e ters determining 
whether informational norms have been respected. Accordingly, whether or 
not control is appropriate depends on the context, the types of information, 
the subject, sender, and recipient.

Contextual Integrity as a Decision Heuristic

Motivating this book is the challenge of socio- technical systems and practices 
that ha ve r adically a ltered t he fl ow o f i nformation i n s ocieties a nd t hereby 
 aff ected institutions, power structures, relationships, and more. Conceptions 
of privacy that have served adequately until now are, in my view, unable to 
adapt to t he new landscape, not quite able to conform to t he ebb and fl ow of 
anxieties that these systems and practices provoke. In proposing contextual 
integrity as an alternative conception of information privacy I am not as con-
cerned w ith c apturing t he f ull me aning o f p rivacy b ut w ith p recisely a nd 
systematically c haracterizing t he na ture o f t hese r adical a lterations. M ost 
importantly, I a m i nterested i n add ressing t he que stion o f w hen a nd w hy 
some of these alterations provoke legitimate anxiety, protest, and re sis tance. 
In applying contextual integrity to this question I call on it to serve as a deci-
sion heuristic, a framework for determining, detecting, or recognizing when a 
violation has occurred. Contextual integrity, in this capacity, not only helps 
predict when an activity or practice is likely to arouse protest, indignation, or 
re sis tance, it helps explain and pinpoint the sources of objection.

Before and After Change, Establish and Compare
How does the framework of contextual integrity guide an assessment of, say, a 
problematic new practice resulting from the deployment of a novel technical 
device or system? Clearly, the question that needs asking is: Does the practice 
in que stion v iolate c ontext- relative i nformational n orms? A nswering i t r e-
quires that a comparison be drawn between entrenched practice and the novel 
practice. A lthough t here ma y, o f c ourse, b e a h ost o f w ays i n w hich n ovel 
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 practices a lter the status quo, t he framework of contextual integrity focuses 
our assessment on the key pa ram e ters of context, actors, attributes, and trans-
mission principles.

Establish the prevailing context. In order to a scertain what norms prevail, 
one m ust de termine t he p revailing s ocial c ontext. S ome c ases a re c lear 
enough— a grade school in an educational context; a hospital in a healthcare 
context; a department store in a commercial marketplace. But others might 
take a l ittle work a nd e ven t hen, t he practice u nder consideration m ight 
occupy a z one of overlap or confl ict, or might be in zones of a c ontext 
for which norms are incomplete. These hard cases need not be obscure or 
mysterious: Sh ould o ne tel l o ne’s f riend h er sp ouse i s ha ving a n a ff air? 
Should one tell one’s boss her spouse is having an aff air? Should a hospital 
share injury rec ords with police offi  cers? Should a parent read a child’s blog 
postings? A spects o f t he f ramework de veloped i n t he n ext c hapter off er 
ways to address some of these ambiguities but, for now, we merely register 
them a s proble matic, not  s pecifi cally for contextual i ntegrity but for a ny 
attempt at modeling social systems and nuances of social experience.

Establish key  act ors. A scertain w hether t he n ew p ractice b rings a bout 
changes in who receives information (recipient), whom the information 
is about (subject), or who transmits the information (sender). One of the 
most common, yet under acknowledged changes brought about by newly 
deployed information systems is an enlarged set of recipients. In the case 
of t he E -ZPass road - toll s ystem, f or e xample, r ecipients o f i nformation 
may now include system management companies and state departments 
of motor vehicles.

Ascertain w hat at tributes ar e aff ected. A scertain w hether t he c hanges 
aff ect t he t ypes o f i nformation t ransmitted f rom s enders to r ecipients. 
Swipe cards, for example, not only control entry to and egress from many 
university b uildings a nd r esidence ha lls, b ut a lso t ransmit a nd l og t he 
times of entry and egress.

Establish changes in principles of transmission. New practices may entail a 
revision in the principles governing the transmission of information from 
one party to another. Currently, in the northeastern United States, drivers 
are o ff ered a c hoice b etween c ash a nd E -ZPass, a nd t hus ma y c hoose 
whether toll passage information is shared with offi  cials.  Were cash lanes 
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phased out entirely, the principle would shift  to o ne in which drivers are 
mandated to transmit information.

Red fl ag. I f t he n ew p ractice g enerates c hanges i n ac tors, a ttributes, o r 
transmission p rinciples, t he p ractice i s fl agged a s v iolating en trenched 
informational norms and constitutes a prima facie violation of contextual 
integrity.

Descriptive Validity of Contextual Integrity

I have off ered t he f ramework of c ontextual i ntegrity a s a mo del for u nder-
standing and predicting reactions to alterations in information practices, par-
ticularly those caused by the deployment of information technology. Contex-
tual integrity is off ered as a benchmark for privacy, yielding assessments that 
refl ect c ommon s entiment a nd map w ell o nto j udgments t hat p rivacy ha s 
been violated.  Here, and in the two chapters following, I build a case for this 
claim, a rguing n ot o nly t hat c ontextual i ntegrity i s a s ound me tric f or de -
scribing and predicting common reactions but that the framework, expanded 
to i nclude a n ormative c omponent, s erves well a s a p rescriptive g uide. T he 
normative c omponent i s de veloped a nd d iscussed i n C hapter 8 . I n t he r est 
of  this chapter I off er what I am able to in the form of empirical support— 
serendipitous controlled studies and surveys. For the most part, however, the 
clearest support for the framework of contextual integrity, discussed  here, in 
Chapter 8, and mainly in Chapter 9, is its eff ective analysis of the puzzles and 
problems discussed in Chapter 6, of the divisive socio- technical systems and 
practices discussed in Part I, and its general compatibility with a wide range 
of cases, fi ndings, and progressive privacy regulation.

Empirical Findings: A Study of Privacy Preferences
Most existing privacy surveys and polls are of limited relevance because the 
way t hey f rame t heir que stions do es n ot a llow f or a c orrespondence to b e 
drawn between answers and the key pa ram e ters of informational norms. In 
my view, this is one reason for the discontinuity between people’s actions and 
survey results, not because people do not care about privacy, as privacy skep-
tics have charged, but because our ac tions are fi nely modulated to t he vari-
ables. Questions in surveys that do not fi x these variables explicitly are, thus, 
highly a mbiguous. A lthough t here have, to d ate, b een no empirical s tudies 
explicitly guided by the framework of contextual integrity, ideas emerging in 
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the fi eld o f h uman- computer i nteraction ( known a lso a s co mputer- human 
interaction) a re s trongly compatible w ith it. Dourish a nd A nderson, for ex-
ample, conceptualize privacy in terms of what they call “collective informa-
tion p ractice . . .  ways i n w hich s ocial ac tion i s su stained a nd r eproduced 
through t he f ormulation a nd fl ow of information,” (2006, 323) and assert 
that “fl ows of information . . .  serve as markers of social boundaries, provid-
ing a means to negotiate, demonstrate, and sustain patterns of identity, mem-
bership, and affi  liation in social groups” (p. 322).

There i s o ne c ontrolled s tudy t hat a ffi  rms t he c omplex a nd s ometimes 
subtle dependencies between privacy judgments and a variety of factors partly 
corresponding to t he variables in informational norms (Olson, Grudin, and 
Horvitz 2005). The investigators sought to show that people’s privacy prefer-
ences do  not  re fl ect a si mple desire to c ontrol a nd w ithhold i nformation, 
but rather exhibit shift ing and fi nely tuned tendencies to share and withhold. 
Conducted in two phases, the study began with a pi lot survey of eighty- three 
subjects who  were asked to describe situations in which they had been reluc-
tant to sha re i nformation a nd r easons f or t heir r eluctance. I n t he s econd 
phase, a d iff erent set of subjects  were asked to complete a large grid, indicat-
ing on a fi ve- point scale how comfortable they  were sharing information of a 
par tic u lar type, drawing on fi ndings from the pi lot. The matrix did not sim-
ply ask how comfortable, but how comfortable to sha re with specifi c others, 
acting in certain roles. This study, therefore, avoided much of the ambiguity 
rife in privacy surveys.

Respondents  were h ighly d iscriminating i n t heir reports, a nd si milar to 
one another in how their judgments  were aff ected by circumstances, types of 
information, and recipients, affi  rming that the degree of comfort people expe-
rience w hen sha ring i nformation i s a f unction o f s everal f actors a nd n ot 
 simply one, such as control or sensitivity of information. Information types or 
attributes included age, marital status, health status, opinions, salary, Social 
Security n umbers, r eligious a ffi  liations, a nd p hone n umber; a nd r ecipients 
included family members, telemarketers, and coworkers. Individual variabil-
ity was overshadowed by striking similarities in the degree to which informa-
tion t ypes a nd r ecipient rol es  were p redictive o f t he r espondents’ l evel o f 
comfort in sharing information. This should put to rest the frequent insinua-
tion t hat p rivacy p references a re p ersonal a nd i diosyncratic. A lthough e x-
plicit men tion w as n ot made o f c ontexts a nd t ransmission p rinciples, t hey 
 were implicit in the questionnaires through the pre sen ta tion of highly scripted 
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recipient types, such as spouse, manager, and corporate lawyer. Diff erences in 
reported comfort levels between the case when a manager gains access to in-
formation “ex offi  cio” and when the manager receives the same information 
but this time in trust, suggests that context— workplace versus friendship— 
also aff ects judgments (Olson, Grudin, and Horvitz 2004, 2005).

Although most polls do not contextualize their questions, those that im-
plicitly invoke context do reveal sensitivity to it in people’s responses. For ex-
ample, most people consider it  legitimate for lending institutions and credit 
card companies to ga in access to app licants’ credit histories; for automobile 
insurance c ompanies to ga in ac cess to d riving rec ords; a nd for prospective 
employers to ga in ac cess to a n applicant’s c riminal h istory (though only i n 
cases where an applicant initiates the transaction) (see Louis Harris & Asso-
ciates and Westin 1990, 1992).

In the following brief accounts of three well- known events, I demonstrate 
how the framework of contextual integrity, by enabling structured analysis of 
information fl ows, helps to clarify and guide normative evaluations.

Case One: The Clinton- Lewinsky Scandal
During the period from January 1998 through February 1999, lurid details of 
the Clinton- Lewinsky aff air preoccupied the population and the pop u lar me-
dia in the United States and beyond. As part of a broader investigation, which 
need not concern us  here, President Clinton came under fi re for lying about a 
sexual l iaison w ith M onica L ewinsky, w ho had s erved a s a W hite  House 
 intern in 1995. The case stimulated public discussion about what rights to se-
crecy public fi gures have i n t he details of personal i ntimacies. Neither t his, 
however, nor the primary narrative of the Clinton- Lewinsky aff air is our cen-
tral concern. Instead, we focus attention on t he peripheral d rama featuring 
Lewinsky and Linda Tripp. Tripp was a f ormer White  House employee who 
befriended Lewinsky in 1996 while both worked at the Pentagon. Lewinsky 
confi ded details of her relationship with President Clinton to Tripp, as well as 
her feelings for h im. For a lmost t hree months (October 2 to De cember 22), 
Tripp secretly recorded phone conversations with Lewinsky, turning the tapes 
over both to Kenneth Starr, the in de pen dent counsel leading an investigation 
into C linton’s rol e i n a r eal e state v enture i n A rkansas, a nd to l awyers f or 
Paula Jones, who had ac cused Clinton of violating her federal civil rights by 
making crude sexual advances while she was a state employee and he the gov-
ernor of Arkansas.
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The Clinton- Lewinsky case evoked wide- ranging reactions for and against, 
but the reaction to Linda Tripp was virtually uniform in its distaste. Months 
aft er the dust had settled, Tripp made several attempts to restore her reputa-
tion, explaining that she had acted in the name of truth, that she had sought to 
protect her children, and even that she had acted in Lewinsky’s best interests. 
Whether there is truth in these explanations and whether they excuse her be-
havior are questions open to debate. That she betrayed a friendship seems to be 
an irrevocable judgment readily modeled in the framework of contextual in-
tegrity. Considering the interactions of Tripp with Lewinsky in the context of 
friendship, Tripp’s ac tions v iolate a t l east t wo i nformational n orms: fi rst, 
recording intimate phone conversations without asking or even informing Le-
winsky a nd, second, t ransmitting t hese recordings to o thers. Even i f, on ba l-
ance, more good than harm came of Tripp’s actions, they violated informational 
norms of friendship by transgressing transmission principles of knowledge, 
consent, and confi dentiality, and mark her as traitorous to the friendship.

Case Two: The Gramm- Leach- Bliley Act
In 2 001 t he I ndividual Ref erence S er vices Gro up, I nc. ( IRSG), a n onprofi t 
trade a ssociation r epresenting i nformation i ndustry c ompanies, a nd Trans 
 Union L LC, o ne o f t he l argest c redit r eporting a gencies, sue d t he F ederal 
Trade C ommission ( FTC). I RSG a nd T rans  Union c ontended t hat F TC- 
formulated rules  were both unlawful and unconstitutional. Specifi cally, these 
rules regulated t he s tatus a nd u se of credit headers. T he d ispute originated 
with t he Gr amm- Leach- Bliley A ct o f 1999 ( GLBA), w hich c reated a n ew 
framework for the fi nancial sector a llowing fi nancial ser vice providers (e.g., 
banks, i nsurance c ompanies, a nd s ecurities fi rms) g reater fl exibility than 
 existed before in pursuing mergers, affi  liations, and competitive off erings. But 
because such mergers, abetted by powerful computerization and communica-
tions technologies, could result in the pooling of vast repositories of customer 
and consumer information, the GLBA included a proviso to protect the secu-
rity a nd confi dentiality of what it called “nonpublic personal information.” 
With the stated purpose of guaranteeing more comprehensive fi nancial pri-
vacy t han had e ver before been enac ted by C ongress, t he F TC was charged 
with implementing this requirement in a set of rules (hereaft er Rules), which 
it did in Spring 2000 ( FTC 2000 ; also see IRSG v. FTC 2001, 11).

The f ramework o f c ontextual i ntegrity r eveals c onsiderable w isdom i n 
several aspects of the court’s decision, and by implication, in the relevant FTC 
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Rules.  Here I d iscuss a f ew i llustrative points, referring interested readers to 
the full cases (FTC 2000 ; Trans  Union v. FTC 2001; IRSG v. FTC 2001). One 
major source of contention was how the category of “nonpublic personal in-
formation” (NPI), which falls under the purview of the Rules, was to b e de-
fi ned. The FTC determined that this category included any information that a 
consumer provides to a fi nancial institution to ob tain a fi nancial ser vice or 
product, a ny i nformation about a c onsumer t hat results f rom a t ransaction 
involving a fi nancial product or s er vice, or i nformation t he i nstitution ob -
tains about a c onsumer in connection with providing a fi nancial product or 
ser vice to that consumer (FTC 2000 , 17).

The IRSG and Trans  Union faulted the FTC for an overbroad defi nition, 
extending well beyond the class of “personally identifi able fi nancial informa-
tion” originally covered by the Fair Credit Reporting Act (FCRA 1992), con-
sidered the pre de ces sor of GLBA. They contended that the FTC’s defi nition of 
information within the scope of the GLBA included not only strictly fi nancial 
information, but identifying information, such as name, address, Social Secu-
rity number, a nd telephone number, which a re t he i tems i ncluded i n credit 
headers (named so because they are typically printed at the top of a credit re-
port). GLBA rules required fi nancial institutions to provide notice to consum-
ers prior to transmitting covered information to others, and to permit them to 
opt out (subject to certain exceptions). This meant that credit header informa-
tion, which previously had been freely sold (for such purposes as target mar-
keting), was now subject to GLBA requirements. Trans  Union and the IRSG 
argued, among other things, that fi nancial privacy rules should govern only 
intrinsically fi nancial information, which, according to standard usage, is in-
formation pertaining to matters of money, credit, and monetary receipts and 
expenditures (IRSG v. F TC 2001, 26). T hey a lso a rgued t hat t he F TC Rules 
amounted to a violation of their First Amendment rights to free speech.

The court decided in favor of the FTC that its Rules neither contravened 
the me aning o f t he G LBA n or a bridged F irst A mendment r ights o f f ree 
speech. For our purposes, however, the punch line is in the court’s reasoning. 
By refusing to ba se t he way i nformation i s t reated on i ts being intrinsically 
anything— fi nancial versus merely identifying— the court was not swayed by 
arguments on t he other side t hat sought to me a sure t he potential ha rms of 
freely t ransmitting NPI. It focused, rather, on t he FTC’s rationale t hat “any 
information should be considered fi nancial information if it is requested by a 
fi nancial institution for the purpose of providing a fi nancial ser vice or product” 
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(FTC 2000). The court ruled that even when the information in question is 
“otherwise publicly available,” restriction should apply because,

in draft ing t he GL B Act, C ongress re cognized t hat t he s tatus of pa r tic u lar 
types of information may vary according to t he context in which it is used. 
Information u sed i n o r der ived f rom a fi nancial c ontext i s no npublic p er-
sonal i nformation u nder ( number) 6809 (4)(C)(i); t he s ame i nformation i n 
another context, however, may not b e NPI. Thus, it is t he context in which 
information is disclosed— rather than the intrinsic nature of the information 
itself— that determines whether information falls within the GLB Act. (IRSG 
v. FTC 2001, 27)

A r inging endorsement o f c ontextual i ntegrity, a lthough t he c ourt w as n ot 
to know.

Without s triving, t he c ourt f ollowed s ome o f t he s teps o f t he de cision 
heuristic for contextual integrity, stressing that the self- same information war-
rants d ivergent t reatment, de pending o n c ontext a nd t he rol es o f sub jects 
transmitting and receiving this information. Expressing this in the language 
of contextual integrity, the court eff ectively decided that in a fi nancial context 
all information about clients (subjects) emerging from a fi nancial transaction 
(information type), transmitted to agents of the relevant fi nancial fi rm (re-
cipients and senders) or to third parties (recipients), is subject to the transmis-
sion principles prescribed in the GLBA (confi dentiality, notice, consent,  etc.) 
as interpreted by the FTC in its Rules (informational norms). I would quibble 
only with a sma ll detail of the court’s analysis. For the court to a rrive at its 
decision— in my view, the correct one— it needed to focus on the type of in-
formation i n que stion. I n t he f ramework o f c ontextual i ntegrity, t he r esult 
falls out more easily because t he f ramework includes t he additional d imen-
sion of transmission principle. Name and address are still name and address. 
The diff erence is that in a fi nancial context, the transmission of name and ad-
dress from fi nancial fi rms to others is governed by FTC Rules.

The worldview of contextual integrity is a lso strongly compatible with a 
par tic u lar f ragment o f t he c ourt’s r easoning de aling w ith f ree sp eech. T he 
court’s fi rst step was to relegate credit headers to the category of commercial 
speech, w arranting w eaker F irst A mendment p rotection. S econd, i t de ter-
mined, c ontrary t o t he p laintiff s’ c hallenge, t hat t he F TC R ules do s erve a 
public interest in preventing harm. The twist  here is what the court regards as 
harm: interestingly, a harm does not require evidence of familiar consequences 
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of use and disclosure such as identity theft , but “use a nd d isclosure of t hat 
information without the consent of the consumer” (IRSG v. FTC 2001, 55). In 
the language of contextual integrity, the court has recognized that informa-
tion subjects in fi nancial contexts have a right emanating from informational 
norms embodied in valid FTC Rules. In par tic u lar, these Rules prescribe an 
obligation on fi nancial institutions to obtain express consent from subjects, in 
order f or t hem to d isclose N PI to t hird pa rties. A ccordingly, i f a fi nancial 
 institution t ransmits information in v iolation of t his norm, no matter what 
other c onsequences may fl ow, t he c ourt recognizes t he ha rm to sub jects o f 
having had this right violated (IRSG v. FTC 2001).

Case Three: PIPEDA and Privacy of Medical Prescriptions
Whereas the court’s defense of FTC Rules demonstrated an impressive sensi-
tivity to the eff ects of contexts on the meaning and signifi cance of informa-
tion, the Privacy Commissioner of Canada seemed stifl ed by a r igid dichot-
omy in his reasoning about physicians’ privacy in relation to prescriptions. In 
June 2001, physicians in Canada fi led a complaint with the Privacy Commis-
sioner, G eorge R adwanski, a gainst I MS H ealth C anada c harging t hat i t 
 violated s ection 12 o f t he P ersonal I nformation P rotection a nd E lectronic 
Documents Act (PIPEDA) by selling information about their prescribing hab-
its a nd d isclosing i nformation ac ross b orders w ithout t heir c onsent. IM S 
gathers detailed information about individual prescriptions from pharmacies, 
matching it with the prescribing physicians’ names, although gathering only 
basic demographics about patients. IMS transmits this information to its data 
pro cessing center i n Philadelphia where it produces various customized i n-
formation products for pharmaceutical companies, including ProMap, which 
tracks monthly prescribing activities of physicians who have attended events 
sponsored by participating pharmaceutical companies.

Radwanski did not support the physicians’ complaint. Reasoning that be-
cause prescription- writing habits do not constitute information about a phy-
sician b ut mer ely i nformation associated wi th th e p hysician, th ey d o n ot 
 constitute personal information and are not, therefore, covered by PIPEDA. 
Radwanski c oncludes, “Accordingly, I fi nd t hat pre scription i nformation— 
whether in the form of an individual prescription or in the form of patterns 
discerned from a number of prescriptions— is not personal information about 
the physician” (Radwanski 2003). If not question- begging, this reasoning is 
quite bizarre, asking readers to go along with the notion that “it (prescription 
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writing habits) d iscloses l ittle or nothing about the physician as an individ-
ual” but something “once removed.” Because I know too little about the details 
of PIPEDA a nd o f t his c ase, m y c omments a bout R adwanski’s a nalysis a nd 
conclusion d o not  qu estion h is c ompetence. I t i s qu ite p ossible R adwanski’s 
argument was forced by highly specifi c defi nitions of “personal information.”

The problem I see stems from a framework of reasoning that builds a com-
plex set of rules atop the highly dubious distinction between personal infor-
mation and information “once removed” when there is so much more we can 
draw from in this case, for example, what we know about the role and respon-
sibility of physicians in society; the system of prescriptions for certain fami-
lies of drugs; and the intricate interdependencies that exist among physicians, 
patients, pharmacies, and pharmaceutical companies. The framework of con-
textual integrity invites this type of analysis. It is quite possible that the con-
clusion reached would be the same as Radwanski’s, but it would be grounded 
in a solid grasp of what is at stake in this case, not on an artifi cial distinction 
between information about a person and information associated with a person.

In the next two chapters I will elaborate on the rich dependencies that ex-
ist between expectations about t he fl ow of information and details of social 
systems in which these fl ows occur.
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8 Breaking Rules for Good

CONTEXTUAL INTEGRITY HAS BEEN PROPOSED AS A JUSTIFICATORY 

framework for evaluating in moral and po liti cal terms the myr-
iad new technology- based systems and practices radically aff ecting the fl ow 
of p ersonal i nformation. De spite t he proliferation a nd v irtual ub iquity o f 
these te chnologies, s ystems, a nd p ractices a nd t he i nstitutions t hat ha ve 
grown around them, the preeminent legal and moral conceptions of privacy 
seem out of step with the contours of public reaction, either by underplay-
ing certain a nxieties or exaggerating t hem. One i mportant approach, d is-
cussed i n C hapter 5, w hich ha s s ought to del ineate a c oherent b ut mo re 
limited conception of privacy by planting theoretical and normative roots 
of p rivacy i n t he c onceptual appa ratus o f t he p ublic/private d ichotomy, 
dismisses many of the complaints as irrelevant to privacy. Another, also 
discussed in Chapter 5, although revealing deep and subtle connections be-
tween privacy and other important moral and po liti cal values, rarely gives 
enough direction on how to respond to challenges posed by countervailing 
values a nd i nterests t hat have motivated t he new i nformation practices i n 
the fi rst place.

Addressing s ome o f t hese l imitations a nd p lumbing t he l ayers o f s ocial 
structure more deeply, t he f ramework of contextual i ntegrity i ntroduced i n 
Chapter 7 holds that context matters to t he demands of privacy, as well as a 
number of critical pa ram e ters defi ning the fl ow of information. According to 
the f ramework, t hese factors a ff ect our experience of a p ractice a nd, conse-
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quently, our judgment of whether or not it is morally acceptable. The frame-
work of contextual integrity requires that practices be evaluated in relation 
to entrenched context- relative informational norms, which in turn requires 
characterizing them in terms of actors (subjects, senders, receivers), types of 
information, a nd principles of t ransmission. I f a n ovel practice results in a 
departure f rom t he pa tterns o f fl ow prescribed by entrenched norms, the 
novel practice i s fl agged as a b reach and we have prima facie evidence that 
contextual integrity has been violated. Because it invokes several pa ram e ters 
simultaneously and incorporates conceptual resources for resolving confl icts 
not f ound i n ma ny o ther t heories, c ontextual i ntegrity i s a mo re s ensitive 
instrument for identifying privacy breaches. In pa r tic u lar, it avoids t he i m-
possible m ire i nto w hich t he o verworked p ublic/private d ichotomy f re-
quently leads when applied to the messy and contingent realms of privacy. Yet, 
while it overcomes the shortcomings of predominant approaches, the frame-
work of contextual integrity as described thus far introduces a few problems of 
its own.

Is Contextual Integrity Conservative?

Opportunity Costs
If conformity with pre- existing informational norms is a mea sure of contex-
tual i ntegrity, t hen a ny n ew p ractice t hat c ontravenes entrenched n orms i s 
fl agged as problematic. Because many of the new technologies discussed in Part 
I fi t t his pa ttern, t hey w ould b e j udged p roblematic (discussed i n de tail i n 
Chapter 9). This judgment, a lthough apt f or some cases, seems to fl y in t he 
face o f i ntuition for o thers, pa rticularly w here a te chnology a nd a ssociated 
practices have b een i ntroduced precisely w ith t he i ntention o f a ltering a nd 
disrupting en trenched fl ows o f p ersonal i nformation i n o rder to ac hieve 
greater good. As many new practices have troubled us because of their threats 
to privacy, so do many others exist that have off ered t he promise of public 
benefi t. Examples a lready mentioned include new, high- quality devices t hat 
assist in monitoring patients’ vital signs in hospitals and nursing homes and 
alerting staff  to deterioration in their condition. Also in the healthcare con-
text, i nformation s er vice p roviders off er to supply aggregated information 
about physicians, usually for a sma ll fee. In the past, people requiring heart 
surgery ma y ha ve had to a scertain a su rgeon’s c ompetence b y c onsulting 
friends a nd ac quaintances, h earsay, a nd c hecking w ith a f amily p hysician. 
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Not only is such inquiry unsystematic, it places people whose social circles do 
not include medical professionals at a signifi cant disadvantage. Online public 
and private databases now enable access to t he general public to ba sic infor-
mation a bout de grees e arned, ma lpractice su its, publications, a nd pa st em-
ployment with far greater ease. Refusing people eff ective access to infor mation 
such as this, in the name of privacy, would be depriving them of an important 
opportunity.

As we have seen, the framework of contextual integrity enables one to reg-
ister as well as to characterize changes in the fl ow of information from past to 
present; in many instances competing approaches see no change at all. This is a 
good start. At the same time, if the framework implied that fl agging a practice 
because it breaches entrenched informational norms was suffi  cient grounds for 
prohibiting it, this would seem to imply enormous opportunity costs.

Tyranny of the Normal
A second challenge is the fl ip side of the same coin. As it stands, the frame-
work o f c ontextual i ntegrity app ears to p rovide no buff er a gainst i nsidious 
shift s in practice that ultimately gain ac cep tance as “normal.” This is illus-
trated in the case of Florida v. Riley (1989), discussed in Chapter 6, i n which 
the Su preme C ourt de termined t hat t he F ourth A mendment had n ot b een 
breached b y p olice sig htings f rom a su rveillance p lane o f ma rijuana p lants 
growing in the suspect’s courtyard. The Court reasoned that people have no 
reasonable e xpectation of  pr ivacy f rom ove rhead s urveillance b ecause a ir-
plane fl ight is suffi  ciently commonplace. In Kyllo v. United States (2001), how-
ever, the Court reached the opposite conclusion in a case involving technology- 
enhanced surveillance. In this case, it concluded that the Fourth Amendment 
had been breached by law enforcement offi  cers when they trained a t hermal 
imaging device on Kyllo’s private residence in order to a scertain, f rom heat 
patterns, whether Kyllo was cultivating marijuana plants. A major element in 
the Court’s reasoning was that, in contrast with plane fl ight, thermal imaging 
was not yet commonly practiced. As a result, it violated a reasonable expecta-
tion of privacy, amounting to an unwarranted search. In both of these cases, 
Justice John Harlan’s notion of a “reasonable expectation of privacy” (Katz v. 
United States 1967) was taken to mean that prescription follows practice, and 
not vice versa.

The rapid transformations we have witnessed in socio- technical systems 
brought about by computing a nd information technologies has oft en thrust 
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change upon people and societies without a careful evaluation of harms and 
benefi ts, p erturbations i n s ocial a nd c ultural v alues, a nd w hether a nd b y 
whom these changes are needed or wanted. Like the movement of the hands 
of a c lock, s uch c hanges m ay b e i mperceptible mome nt to mome nt i n re al 
time, yet, a s we k now, over a n e xtended p eriod, i mperceptible c hange may 
lead to inexorable ruptures. By the time these ruptures surface in public de-
liberation, protest, or c ourt c ases, t he new normal may b e c omfortably en-
trenched, but far from comfortably accepted. The case of v ideo surveillance 
may be one such lost cause, so commonplace now that objections are increas-
ingly diffi  cult to carry against the force of the reasonable expectation, against 
what I regard as the “tyranny of the normal.” As long as contextual integrity is 
tied solely to actual practice, as long as it merely defi nes a heuristic for detect-
ing eff ectively when novel practices deviate from entrenched norms, it can be 
judged an instrument of this tyranny.

Dilemma
Cognizant of a wider range of pertinent variables, contextual integrity serves 
as a keener mea sure of morally relevant change than other predominant ap-
proaches to privacy and, for this reason, off ers greater descriptive power than 
the alternatives. Yet, as a normative approach to privacy, contextual integrity 
seems to ha ve its own blind spots: the problems of opportunity cost and ty-
ranny o f t he n ormal. I n f act, b oth t hese p roblems a re ro oted i n a si ngle 
source: conservatism. Contextual integrity, as it has been described thus far, 
is i nherently c onservative, fl agging a s p roblematic a ny de parture f rom en -
trenched practice. This confronts us with a two- part dilemma. One path for-
goes a ny s ignifi cant role for contextual i ntegrity i n t he moral e valuation of 
controversial socio- technical practices. It embraces the framework of contex-
tual integrity for its descriptive accuracy but accepts that it off ers only limited 
help for deciding the moral status of new practices that transgress entrenched 
norms. A s econd path leads us to d ig in our heels, insisting that contextual 
integrity c arries mo ral w eight, c ommitting u s to a j ustifi catory framework 
with a r igidly conservative bias. U ltimately, a t hird path which avoids both 
horns of the dilemma will be hewn that extends the conceptual framework of 
contextual integrity to i ncorporate a d istinctive moral component. The way 
through this dilemma for me was to draw guidance from the history of moral 
and po liti cal thought on the virtues and limits of conservatism. This led me 
to u nderstand c onservatism i n r elation to t he p rivacy t hreats I ha ve b een 



162 The Framework of  Contextual Integrity

considering, a nd to app reciate h ow to a mend t he f ramework o f c ontextual 
integrity to move beyond it.

The Virtues and Limits of Conservatism

As I ha ve admitted, there is strong kinship between contextual integrity and 
the concept of a reasonable expectation, which has powerfully served in count-
less l egal d isputes a bout w hether a r ight to p rivacy ha s b een v iolated. B oth 
concepts attribute moral authority to entrenched social practice. In deference 
to greater intellects, consider the reasoning of two historical fi gures, champi-
ons of custom, who have grappled with the virtues and limits of conservatism 
and have understood why past social practice deserves to be respected.

Conservatism, in the form of one’s expectations being fulfi l led, contrib-
utes to the security of members of a society. This is the simple value to which 
Jeremy Bentham draws attention when he advises law makers on the impor-
tance of custom: “When new laws are made i n opposition to a p rinciple es-
tablished by old ones the stronger that principle is, the more odious will the 
inconsistency appear. A contradiction of sentiment results from it, and dis-
appointed expectations accuse the legislator of tyranny” (1843, 151). For Ben-
tham, o ne o f t he f ound ers o f u tilitarian mo ral t heory, t he f ulfi llment a nd 
disappointment of expectation are forms of plea sure and pain, respectively, 
unique to human beings and ought to be respected in social policy. Specifi -
cally, respect for custom (in this case through law) yields the sense of secu-
rity that comes from knowing that expectations based on past experience are 
likely to be met, which in turn links discrete experiences into a continuous 
sequence. According to Bentham, “This presentiment, which has so marked 
an infl uence upon the fate of man, is called expectation. It is hence that we 
have the power of forming a general plan of conduct; it is hence that the suc-
cessive instants which compose the duration of life are not like isolated and 
in de pen dent points, but become continuous parts of a  whole” (p. 111). In sum, 
respect for custom leads to greater continuity in life and means that expecta-
tions a re l ikely to b e me t, producing a f orm of s ecurity a nd p lea sure c on-
trasted with the pain of disappointment.

Edmund Bu rke, a ma jor h istorical p roponent o f p o liti cal c onservatism, 
reasoned further that traditional wisdom is oft en sounder t han contempo-
rary off erings. Writing over 200 years ago, Burke maintained that custom, or 
“ settled principle” (1790, 457) of convention, is the best guide to shap ing key 
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institutions o f c ivil s ociety, pa rticularly g overnment, b ecause i t c onstitutes 
the ac cumulated w isdom n ot o nly o f a c ommunity b ut o f c ommunities 
through the ages.

The s cience o f go vernment b eing, t herefore, s o p ractical i n i tself, a nd i n-
tended for such practical purposes, a matter which requires experience, and 
even more e xperience t han a ny p erson c an ga in i n h is  whole l ife, however 
sagacious and observing he may be, it is with infi nite caution that any man 
ought to v enture upon pulling down a n edifi ce which has a nswered in a ny 
tolerable degree for ages the common purpose of society, or on building it up 
again without having models and patterns of approved utility before his eyes. 
(1790, 443)

In h is f amous r epudiation o f t he F rench Re volution, Bu rke w rote, “We a re 
afraid to p ut men to l ive and trade each on his own private stock of reason, 
because we suspect that the stock in each man is small, and that the individu-
als w ould do b etter to a vail t hemselves o f t he g eneral ba nk a nd c apital o f 
 nations and of ages” (1790, 451).

An implicit conservative bias is also refl ected in certain theories of society 
(discussed in Chapter 7). They are conservative insofar as they claim that the 
par tic u lar arrangement of social systems (fi elds, institutions, practices) is de-
termined by an internal logic, or settled rationale, in order to achieve a variety 
of valued social purposes. It is conservative because any initiative to alter the 
structures would need to reckon with the potential for obstructing the achieve-
ment of these purposes.

Even Burke, however, recognized that there are times when traditional wis-
dom must b e c hallenged. Never a su pporter o f revolutionary c hange, Bu rke 
accepted that po liti cal systems may need reform, albeit mea sured reform:

A state without the means of some change is without the means of its conser-
vation. Wi thout suc h me ans i t m ight e ven r isk t he lo ss o f t hat pa rt o f t he 
Constitution which it wished the most religiously to preserve. The two prin-
ciples of conservation and correction operated strongly at the two critical pe-
riods of the Restoration and Revolution, when En gland found itself without a 
king. At both those periods the nation had lost the bond of  union in their an-
cient edifi ce; they did not, however, dissolve the  whole fabric. On the contrary, 
in b oth c ases th ey r egenerated th e d efi cient pa rt o f t he old C onstitution 
through the parts which  were not impaired. (1790, 424)
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Although h e r eviled t he F rench Re volution, Bu rke ac knowledged t hat t he 
French nobility missed an opportunity for positive reform when it reserved 
leadership i n t he military for men “ of family. . . .  A permanent Assembly i n 
which the commons had t heir share of power, would soon abolish what ever 
was too invidious and insulting in these distinctions; and even the faults in 
the morals of the nobility would have been probably corrected by the greater 
varieties of occupation and pursuit to w hich a c onstitution by orders would 
have g iven r ise” (1790, 471). Bu rke a lso recognized t hat received w isdom i n 
one place need not mirror that in another, and that acceptable custom in one 
place could well be disdained in another. Accordingly, much as he detested 
the French Revolution, he saw justifi cation in the American bid for in de pen-
dence. Thus, because convention is the bedrock of government, and because 
diff erent cultures and countries have evolved variously, varieties in mode of 
governance are to be expected (1791, 485).

Conservatism and Contextual Integrity
What does this all mean for contextual integrity as a moral concept? For rea-
sons of expectation, accumulated wisdom, and settled rationale, a presump-
tion i n f avor o f en trenched, c ontext- relative i nformational n orms ma kes 
sense. In recognition of this presumption, if a new practice breaches en-
trenched i nformational n orms, I w ill s ay t hat t here ha s b een a p rima f acie 
 violation of contextual integrity. At the same t ime, i f a w ay can be found to 
demonstrate the moral superiority of new practices, this presumption could 
be overcome and what was recognized as a p rima facie v iolation may be ac-
cepted as morally legitimate. So far, so good, but what might be t he proper 
criteria for comparing entrenched practices with challengers? Burke, for one, 
provided no general methodology for making the discernment beyond off er-
ing this general injunction: “Thus, by preserving the method of Nature in the 
conduct of the state, in what we improve we are never wholly new, in what we 
retain we are never wholly obsolete” (1790, 429). In relation to contextual integ-
rity, the equivalent requirement is for systematic criteria to mea sure the moral 
standing of established practices against challengers to justify when the latter 
should be accepted or resisted. Challengers should neither be embraced nor 
always v iewed w ith su spicion, b ut e valuated ac cording to t hese c riteria. S o 
doing gives the theory much- needed moral traction.

In sum, contextual integrity explains the complex and subtle variability in 
people’s reactions to the fl ow of personal information; the indignation roused 
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by certain patterns of fl ow compared with positive ac cep tance of other pat-
terns that seem on face to be quite similar. Because it is rooted in convention, 
habit, and custom, however, more is needed from contextual integrity if it is to 
serve f urther a s a mo ral concept. A lthough contextual i ntegrity refi nes our 
ability to identify when custom or expectation has been violated, and to pre-
dict potential sources of indignation, more is needed to assess the moral 
standing of custom in relation to novel practices. If it is to attain moral au-
thority, the framework of contextual integrity should be able to adjudicate the 
legitimacy of intrusive information gathering, not merely predict that it will 
be e xperienced a s i ntrusive. A s B arry Bu ll, a p hi los o pher of e ducation, ha s 
elegantly s tated, w ith t he f ramework of contextual integrity we can explain 
why “not only are many people surprised and irritated by such invasions but 
[why] they also have a right to object to them” (2006).

Po liti cal Morality of Contexts

Let us take stock. In order for contextual integrity to serve usefully not only 
as an indicator of breaches of entrenched informational norms but as a guide 
to the moral legitimacy of such breaches, it needs to provide a way to mea sure 
that a new practice is not only diff erent from entrenched practice but that it is 
morally or po liti cally superior (or inferior). The answer to this need is a famil-
iar one, but with a t wist. As a fi rst step, we bring to b ear general moral and 
po liti cal considerations. In the cases we evaluate, particularly relevant are in-
sights d rawn f rom t he works d iscussed i n Chapter 4 t hat l ink privacy w ith 
critical individual and social values, including security against harms such as 
identity theft  and stalking; protection of individual freedom and autonomy; 
promotion of fairness, justice, and equality; nourishment of human and so-
cial r elations; a nd su pport o f demo  cratic i nstitutions a nd p ublics ( Reiman 
1976; Gavison 1980; Regan 1995; Cohen 1996; van den Hoven 2001). This is the 
range of criteria one would need to bring to bear in judgments on a case- by- 
case basis. But if that is the strategy, there seems to be no signifi cant role for 
contexts and contextual integrity. If one is able to discern moral and po liti cal 
superiority among competing scenarios on the basis of general moral consid-
erations, why do we need the mediation of a context- relative analysis at all in 
establishing the moral legitimacy of new versus entrenched practices?

The answer to this question is already embedded in contexts themselves. 
Recall the key elements of social contexts from the previous chapter. Among 
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them is a teleological element that is almost always factored into the theor-
etical accounts of social structure, identifi ed variously as values, ends, pur-
poses, or goals. This element was included in my account of contexts, along 
with the thesis proff ered by other theories that norms of a context, fi eld, sys-
tem, or i nstitution a re i mportantly related to v alues (ends, purposes,  etc.). 
Aft er all, in the absence of purpose and drained of teleology, normative prac-
tices are l ittle more than empty rituals; purpose is what the extraterrestrial 
anthropologists from Mars must grasp in order to ma ke sense of what they 
have observed on Planet Earth. These purposes are not merely important 
properties of contexts, t hey are partly constitutive of t hem. I nformational 
norms, just like other norms, support or promote the attainment of the back-
ground c ontexts. O ne ma kes s ense o f a nd e valuates i nformational n orms 
(i.e., the norms governing the fl ow of prescribed types of personal informa-
tion [attributes] from senders to receivers and about subjects [actors] accord-
ing to p rescribed c onstraints o n fl ows [principles o f t ransmission]) j ust a s 
one evaluates other norms: according to t heir function in relation to a c on-
text’s purposes.

The challenge to contextual integrity, as it is to any conservative theory 
for which moral legitimacy is important, i s how to a llow for at least some 
departures f rom en trenched n ormative p ractice. T he app roach I r ecom-
mend  here is to c ompare entrenched normative practices against novel a l-
ternatives o r c ompeting p ractices o n t he ba sis o f h ow e ff ective each is in 
supporting, achieving, or promoting relevant contextual values. If the prac-
tices prescribed by entrenched informational norms are found to be less ef-
fective in this regard than challengers, or, in the cases of par tic u lar interest 
 here, less eff ective than novel practices resulting from newly deployed socio- 
technical devices and systems, this constitutes a mo ral justifi cation for re-
placing entrenched practices with novel challengers. I will elaborate consid-
erably on this recommendation but before doing so will draw parallels to 
similar ideas in other works that have infl uenced my own. These works also 
contribute to some of the conceptual apparatus that has been useful for this 
purpose.

Walzer’s Spheres of Justice

In po liti cal phi los o pher M ichael Walzer’s pluralistic account of d istributive 
justice as complex equality, a just society is one in which social life is made up 
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of autonomous spheres defi ned by t heir ideologies a nd social goods (1984). 
Social goods are distributed not according to a si ngle criterion, or principle, 
or a single set of criteria across all spheres, but according to diff erent criteria 
within each of the distinctive spheres. Spheres, ideologies, goods, and criteria 
of distribution are not in de pen dent, objective elements but are mutually con-
stitutive. A ccordingly, g oods ac quire t heir me aning f rom t he sp heres a nd 
ideologies of the spheres in which they operate, and the criteria, or principles 
of d istribution ac cording to w hich g oods a re d istributed, a re der ived f rom 
this meaning of par tic u lar goods within respective spheres. Walzer describes 
the interrelatedness of these elements: “goods with their meanings— because 
of their meanings— are the crucial medium of social relations; they come into 
people’s minds before they come into their hands; distributions are patterned 
in accordance with shared conceptions of what the goods are and what they 
are f or” (1984, 7). Walzer off ers e ducation, t he ma rketplace, p olitics, e stab-
lished religion, health care, and the workplace as examples of spheres in which 
clusters of diff erent social goods operate and are distributed according to dif-
ferent criteria. Money and commodities are key social goods operating in the 
marketplace, distributed according to principles of the competitive free mar-
ket (at least in countries w ith capitalist economies). In t he sphere of educa-
tion, for example, some of the goods are teaching positions, instruction, and 
scholarships, distributed according to criteria, for example, of qualifi cations, 
possibly residency (K– 12 in the United States), and talent (merit or per for-
mance), respectively. T he principles of d istribution— marketplace for c om-
modities and money, talent and academic achievement for grades and spots at 
top universities— are derived from the meaning attributed to t hese goods in 
the spheres.

A just society is one in which complex equality prevails. Complex equality 
requires that the social goods in a pa r tic u lar sphere be distributed in accor-
dance with the principles of distribution that are appropriate to the meaning 
of those social goods within that sphere. This pluralistic vision of justice holds 
that “diff erent social goods ought to b e d istributed for d iff erent reasons, i n 
accordance with diff erent procedures, by diff erent agents . . .  these diff erences 
derive from diff erent understandings of the social goods themselves— the in-
evitable product of historical and cultural particularism” (Walzer 1984, 6).

Defi ned this way, justice a llows for social goods to b e d istributed in un-
equal mea sure within par tic u lar spheres as long as “no citizen’s standing in 
one sphere or with regard to one social good can be undercut by his standing 
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in some other sphere, with regard to some other good” (Walzer 1984, 19). In-
justice a rises when social goods i n one sphere a re d istributed according to 
the principles of another sphere as when, for example, po liti cal offi  ce is bought 
and s old w ith mo ney, u niversity p rofessorships a re g ranted o n t he ba sis o f 
birthright, a nd c ommodities a re d istributed i n ac cordance w ith p o liti cal 
power. When the possession of a social good within one sphere is allowed 
to promote interests of its possessors in another, invading “the sphere where 
another c ompany o f men a nd w omen p roperly r ules” ( p. 19), ac cording to 
Walzer the result is tyranny. When such tyranny is extensive, when a par-
tic u lar social good becomes currency across many or all spheres, the result is 
domination: “ The critique of dominance a nd domination points toward a n 
open- ended d istributive principle. No social good x should be distributed to 
men and women who possess some other good y me rely because they posses y 
and without regard to the meaning of x” (p. 20).

There a re i mportant s tructural si milarities between Walzer’s account of 
complex e quality a nd t he a ugmented ac count o f c ontextual i ntegrity I a m 
building  here. Both conceive of social life as comprised of autonomous social 
spheres and both assert the existence of a multiplicity of distributive criteria 
that justice (or in my case, integrity) requires be appropriately matched with 
goods and spheres. However, the third aspect of Walzer’s account, of par ti-
cu lar relevance to the present task of augmenting contextual integrity with a 
normative component, is the question of what principles bind these distribu-
tive criteria with par tic u lar goods in par tic u lar spheres. Walzer’s answer, as I 
noted, is that distributive principles are inferred from the meanings of social 
goods. Or, more specifi cally, that justice requires that the principles operating 
in all spheres be inferred from the meanings of the relevant social goods, and 
that tyranny and possibly domination result when this is not so, when prin-
ciples attaching to social goods in one sphere intrude into the distribution of 
goods in another.

If one asks why we should not distribute grades on the basis of votes, or 
po liti cal offi  ce on the basis of lineage, or workplace promotions on the basis of 
sexual favors, Walzer would answer that this is because of what education, or 
demo cratic politics, or the workplace is. To say that spheres, social goods, and 
their d istributive p rinciples a re c o- constitutive i s to a gree t hat g oods ha ve 
meanings in relation to spheres and these meanings dictate, or at least imply, 
what form the distribution principles ought to take. I do not believe there is a 
fl eshed out general t heory on how best to ma tch principles to g oods w ithin 
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spheres; instead, each sphere demands focused investigation to d raw out the 
connection. We need only consider a few illustrations to accept, for example, 
that majority vote, not the highest monetary bid, is the soundest principle for 
distributing po liti cal offi  ce in a demo cratic po liti cal sphere; that grades should 
be assigned on the basis of the quality of work in the educational sphere and 
not the pop u lar vote of classmates; and so forth.

The Context of Education
Returning to contextual integrity, I am like a traveler returning home from a 
foreign country with a souvenir— in this case, Walzer’s idea of the meaning of 
a social good— and fi nding it surprisingly ser viceable even in relation to local 
needs. As an illustration, consider the case of a conscientious high school ad-
ministrator deciding on features for a new computerized student record sys-
tem. M indful b oth of f unctional needs a nd privacy c oncerns, t he ad minis-
trator must decide what information to s tore in the system, for how long, to 
whom ac cess should b e g ranted, a nd u nder w hat ter ms. T he ad ministrator 
must also decide what analytical tools to integrate into the system; for exam-
ple, longitudinal c ompilation of rec ords, a ggregation i nto dos siers for i ndi-
vidual students, the capacity to mine the data for attribute clusters and assign 
students to certain profi le groups on the basis of these fi ndings, and so forth. 
The ad ministrator, well- versed in t he descriptive components of t he f rame-
work of  c ontextual i ntegrity, i mmediately fl ags t he s ystem a s a p rima f acie 
threat because it is obvious that in a number of ways it will result in infor-
mation fl ows t hat b reach en trenched n orms o f i nformation fl ow. A s trictly 
conservative approach would fl ag such changes as problematic; an augmented 
approach helps to guide an evaluation of such changes.

For a s tart, an evaluation would prescribe that the system be judged in 
terms of what we have called general moral considerations, such as whether 
any harms might follow the selection of a par tic u lar feature (e.g., harm that 
may follow exposure of information about students to anyone besides their 
teachers). One may a lso a sk whether t here i s a ny u nfairness i nvolved i n a 
system that “remembers” so well, and as a consequence requires students to 
carry t he “ baggage” o f pa st y ears’ p er for mance a nd bad b ehavior, o r i n-
cludes prejudicial information about their troubled  house holds as part of an 
electronic dos sier t hat a ll te achers r eceive. T he ad ministrator m ight c on-
sider whether the awareness of stricter surveillance might cause students to 
behave w ith g reater c aution a nd f ear t han b efore; i n o ther w ords, ha ve a  
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chilling eff ect o n b ehavior. T hese a nd o ther g eneral c onsiderations ma y 
weigh in favor as well as against potential utilities off ered by such a system. 
We have, thus far, invoked liberty, autonomy, fairness, and harm as cautions 
against l essening c onstraints o n fl ows. T here ma y a lso b e c onsiderations 
weighing in the opposite direction; for example, effi  ciency and cost eff ective-
ness, potential income for schools willing to sell information about students 
for ma rketing a nd em ployment r ecruiting p urposes, p otential to i ncrease 
security in high- risk neighborhoods by keeping closer track of social and re-
ligious groups within schools, past associations, and so on. All these factors 
may support adopting a s ystem t hat opens up t he fl ow of information, ex-
pands the list of recipients, and is more liberal with the transmission prin-
ciples it endorses.

So far, so good. But, having decided that all these considerations are wor-
thy, how does the administrator resolve the clear confl icts among them? Does 
one g o f or c ompromise? H ow e ff ective w ill r edesign b e? O r i f o ne p ursues 
trade- off s, w hat sh ould t hese b e? T he v alues o f a c ontext c an h elp s teer a 
course through many confl icts. How much we k now about these values is a 
function of how much we know about the contexts themselves, not about the 
framework of contextual integrity itself; establishing what these are might be 
neither e asy n or u ncontroversial. F or a n ac count t hat g oes b eyond a n ac a-
demic demonstration, one really needs a well developed background theory; 
for now, I r ely on a rob ust, relatively u ncontroversial subset to demo nstrate 
how to u se t his c omponent of t he f ramework to add ress d iffi  cult questions 
about legitimate patterns of i nformation fl ows. Accordingly, for t he c ase of 
the high school record- keeping system, I take into consideration the purposes 
of a n e ducational c ontext. D rawing o n Walzer’s (1984, c hap. 8) a nd o thers’ 
discussion o f t he e ducational sp here, I t ake t hese to i nclude t ransmission 
of knowledge, traditions, and rituals from one generation to the next; enhance-
ment o f c ritical f aculties o f t he i ntellect a nd u nderstanding; d iscovery a nd 
cultivation of talent (particularly those talents deemed socially, eco nom ical ly, 
or culturally benefi cial); and development of character, social discipline, and 
citizenship. It is worth noting that the values of educational contexts include 
those ac cruing n ot only to i ndividuals but a lso to su rrounding s ocieties a s 
students a re e ducated i n t he v irtues o f demo  cratic c itizenship ( Gutmann 
1987).

In a n i nitial a ssessment o f t he proposed i nformation s ystem, a ggrega-
tion and data- mining features would be fl agged because they deviate from 
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entrenched practices by enlarging the set of attributes and, possibly, the re-
cipients of aggregated information. If eff ective, they could have signifi cant 
impacts on the attainment of educational values, such as detecting patterns 
of decline in students’ per for mance and responding with early intervention 
and remediation. L ikewise, confi gurations of special talents might emerge 
and be nourished earlier; teachers could become acquainted more qu ickly 
with students’ needs and enter new classrooms with greater ease. Regarding 
access c riteria, e ducational g oals c ould b e c onsulted to c onsider w hether, 
under what conditions, and to what types of information access should be 
given to te achers, pa rents, o ther s taff, r egional ad ministrators, p o liti cal 
representatives, reporters, advertisers, and potential employees. Each dis-
closure would need to b e considered on i ts own mer its, on t he ba sis not 
only of moral and po liti cal principles, but on factual knowledge of system-
atic  mutual e ff ects on s tudents a nd t hose s eeking ac cess. B oth general ef-
fects and those pertaining to t he goals of an educational context should be 
con sidered.

Taking a specifi c case, consider whether a local company should have ac-
cess to student rec ords for hiring purposes on the grounds that this benefi ts 
the c ompany a s well a s t he s tudents. A c ritic resisting t his move need not 
dispute the general on- balance benefi ts, but may raise concerns about the ef-
fects on internal purposes of education. Intellectual experimentation might 
be inhibited as the practical orientation of the company punctures the rela-
tive safety of a school to try out ideas. Further, there is the potential that the 
school might adapt its curriculum to pa nder to t he needs of the local busi-
ness at the expense of other educational goals. To the extent that schools are 
training grounds for demo cratic citizenship, scrutiny by external parties 
might stunt development of critical skills. The balance is obviously a delicate 
one, between the accountability of educators to specifi c actors and society at 
large on the one hand, and professional autonomy on the other. In general, 
however, the balancing and trading off  is not to be performed “at large,” but 
against the backdrop of the specifi c ends, goals, purposes, and values of an 
educational context.

The Context of Health Care
What I have termed context- relative purposes played an important rhetorical 
role in recent rule making on privacy in U.S. health care. When Congress 
failed to me et i ts de adline f or de veloping p rivacy r ules i n ac cordance w ith 
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conditions l aid out by t he Health I nsurance Portability a nd Accountability 
Act, the task was assigned to the Department of Health and Human Ser vices 
(DHHS). I n t he i ntervening y ears (1996– 1999), ke y s takeholders— including 
medical professionals, insurance and pharmaceutical companies, healthcare 
organizations, and patient advocacy groups— argued their cases in a ll k inds 
of public forums. Those arguing on behalf of strict privacy constraints high-
lighted the great sensitivity of medical information and its potential to cause 
direct harm to patients, including unfair discrimination. An alternative tack, 
cogently articulated by health- privacy advocate Janlori Goldman, pointed out 
that unrestricted information fl ows could undercut the core mission of health 
care itself. In self- defense, people might engage in strategies such as “doctor- 
hopping,” withholding crucial but damning information, or simply not seek-
ing help at a ll. T hese s trategies, when u sed by people w ith s tigmatized a nd 
easily transmitted diseases, could jeopardize the health of the individuals in 
question, others with whom they have contact, and even the general public. 
Lax p rivacy r ules, i n o ther w ords, p lace i n je opardy t he v ery p urposes o f 
health care.

Within the healthcare setting, consider two situations: one, a c ompany’s 
claims to access employee medical rec ords; another, a person’s claim to access 
their lovers’ medical rec ords. In t he fi rst c ase, even i f a g eneral cost- benefi t 
analysis o r a  co mparison a nd t rade- off  o f i nterests i ndicates i n f avor o f 
 employers, t he a nalysis v ia c ontextual i ntegrity w ould mos t l ikely p rohibit 
release of medical information to employers under the assumption that ben-
efi ts accrued by employers are irrelevant to the attainment of healthcare goals. 
In the case of lovers, however, what is known of sexually transmitted diseases 
suggests there might be conditions under which sexual partners may have a 
right to l imited access to e ach other’s medical rec ords even without permis-
sion from the subject.

Many e xperts a ttribute t his w ave of a ttention to h ealth- related p ersonal 
information to i mportant social a nd technological de velopments, i ncluding 
the r econfi guration of  he althcare d elivery a nd i nstitutional s upport s truc-
tures hand- in- hand with development and deployment of computerized, net-
worked systems for patient health rec ords (Committee on Maintaining 1997; 
Waldo, L in, a nd M illett 2 007). T hese sh ift s, i n o ne w ay o r a nother, ha ve 
threatened the norms of strict confi dentiality t hat have been entrenched i n 
the medical profession since at least the fourth century BCE, and make up the 
eighth principle of the Hippocratic Oath: “And about what ever I ma y see or 
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hear in treatment, or even without treatment, in the life of human beings— 
things that should not ever be blurted out outside— I will remain silent, hold-
ing such things to be unutterable [sacred not to be divulged]” (von Staden 
1996, 407). This commitment has held throughout the ages and across geo-
graphic regions. In the tenth century, the Holy Abbas Ahwazi (n.d.) advised 
physicians: “A physician should respect confi dence and protect the patient’s 
secrets. In protecting a patient’s secrets, he must be more insistent than 
the patient h imself.” Si milar c ommitments a re r efl ected i n co ntemporary 
 professional codes that have been adopted by physicians across the globe. 
Although many considered it a breakthrough to fi nally have federal r ules 
protecting patient privacy, when compared to confi dentiality requirements 
that have evolved through the ages, the DHHS rules might be seen in several 
ways as reducing patient privacy by explicitly sanctioning the fl ow of infor-
mation to public h ealth a gencies, i nsurance c ompanies, ac counting fi rms, 
and law enforcement.

Under the decision heuristic of contextual integrity, DHHS rules reveal 
many signifi cant departures when compared with, say, rules deriving from 
the eighth Hippocratic principle. Thus, they would be fl agged as prima facie 
breaches of  c ontextual i ntegrity. W hile a  t horough e valuation of  D HHS 
rules could, itself, fi ll a book, I can aff ord only a few sentences  here to high-
light how the augmented conception of contextual integrity would guide it. 
The re quirement t hat physicians i nform pu blic he alth o ffi  cials i n c ases o f 
specifi c diseases is fl agged as an instance of a de parture from absolute pa-
tient confi dentiality. Upon further evaluation this departure seems accept-
able not because of a general trade- off  of patients’ interests against those of 
others, but because it supports values of the healthcare context. From what 
contemporary s cience a nd me dicine ha s r evealed a bout h ow i nfection i s 
spread and the impact of health threats in the environment and toxic con-
taminants in food and water, the understanding and treatment of an indi-
vidual’s me dical c onditions c an n o l onger b e p ursued i n i solation f rom 
those n earby, o r t he p ublic a t l arge. K nowing t hat a n i ndividual’s h ealth 
condition might seriously aff ect and be aff ected by the health of others, or 
could signal a larger threat to the health of a community (as in the case of an 
environmental ha zard), r equires a del iberate e xpansion o f i nformation 
sharing i n o rder to p romote i mportant v alues o f t he h ealthcare c ontext. 
New norms are required not because physicians today care less about confi -
dentiality t han t hey d id i n t he t imes o f H ippocrates, b ut b ecause o f t he 
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changing landscape in knowledge and population contingencies linking in-
formation fl ow and healthcare values.

A fi nal remark about the fl ow of individual health information concerns 
transmission principles. This analysis suggests to me that adjustments to 
healthcare c ontext i nformational n orms i nclude n ot o nly a n e xpansion o f 
the legitimate recipients of medical information, but of attributes (i.e., a list of 
specifi c diseases) and transmission principles governing the fl ow from party 
to party. Instead of confi dentiality as t he principle governing t he fl ow from 
patient to physician, I propose that the most apt principle is fi duciary because, 
ideally, we would want a nd e xpect physicians to ac t i n t he b est i nterests of 
their patients even i f t his involves sharing information w ith others, such as 
public health offi  cials or fellow physicians. In general, the fi duciary principle 
is one that bears far more extensive study both in the healthcare context and 
others.

The Context of Psychoanalysis
The impacts of transgressive practices on purposes or values can vary in their 
degree of acuteness. In the context of psychoanalysis, which could be consid-
ered a subcontext of health care, patient (or client) confi dentiality is not only 
important, i t i s, s ome w ould a rgue, c ritical. W hat ever i nterests m ight b e 
served by sharing information about patients, such as in a court of law or in a 
case s tudy p resented a t a r esearch c onference, m ight c ause ha rm o r s evere 
embarrassment to patients themselves. At some level, this can be framed as a 
typical confl ict of interests. But in this case, confi dentiality is of greater sig-
nifi cance because within the context itself it is considered “an essential pre-
requisite of psychoanalytic psychotherapy” (Levin and Ury 2003, 62). Expert 
practitioners a gree t hat t he p ro cess “can o nly de velop i n p rivate” ( Mauger 
2003, 54). Because progress is achieved in talk- based psychotherapies by draw-
ing out deeply held beliefs and memories, the possibility of a breach in confi -
dentiality u ndermines t he p ossibility of progress. T he ps ychoanalyst a sks a 
patient

to suspend their rational, moral, or social inhibitions so as to say what ever 
comes to mind, be it true or false, silly or serious, lurid or laudable. Within 
the l imits of t he t herapeutic hour, we promote i rresponsibility i n speech, 
the very opposite of what is exhorted on the witness stand. Patients are 
 encouraged to enga ge i n e xperimental t hought a nd to p ostpone c ritical 
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judgment. By this stratagem, the murky and poorly understood parts of our 
inner life eventually fi nd expression in words allowing them to be con-
tended with. . . .  

The object i s not j ust to p ermit t he pat ient to u nburden h im- or herself 
of socially unacceptable thoughts, whether it be, for example, that of a man’s 
wish to v iolently p ossess a w oman, o r a w oman’s w ish to b e v iolently p os-
sessed. T he object i s a lso to p ermit for t he fi rst t ime a s pace a nd a t ime for 
thinking these thoughts out loud and exploring their signifi cance and signifi -
cation for self- concept and self- esteem. (Furlong 2003 13, 18)

As before, the framework of contextual integrity guides a comparison be-
tween competing practices by requiring that one study and demonstrate what 
contextual values are at stake in a move from entrenched to novel information 
fl ows, rather than stopping at the point of observing and weighing confl icting 
interests and values. In the healthcare context, generally, the upshot is some-
times to favor novel practices and fl ows over those guided by entrenched in-
formational norms. These can cover certain t ypes of information about pa-
tients, recipients, and transmission principles, but may also extend to changes 
in the fl ow of information about physicians where greater access to credentials 
and past rec ords caused breaches in entrenched fl ows, a ll i n t he na me o f 
 improved healthcare delivery and medical outcomes. Yet the case of psycho-
analysis raises another layer of concerns. Even if the revocation of confi denti-
ality is shown to serve certain general interests and values, its destructive po-
tential f or t he v ery en terprise o f ps ychoanalysis i s s o g reat— existential, i n 
fact— that little besides the direst need seems able to justify it.

The d irectness o f t he r elationship b etween pa r tic u lar i nformational 
norms a nd pa r tic u lar c ontextual v alues c an b e qu ite v aried. I n s ome i n-
stances par tic u lar informational norms might demonstrably support par tic u-
lar values, while in others— in practice, probably most— norms acquire moral 
standing as components in systems of norms. An instance of this noted in the 
previous chapter are traffi  c rules such as “go on green; stop on red” which do 
not have inherent moral import individually but acquire it as components of a 
system of rules designed to promote road safety and physical well- being (Raz 
1975). This complicates the task of evaluating entrenched normative practice 
in light of novel challenges because it requires a more global understanding of 
the purposes achieved by the entrenched practices. One needs to understand 
fi rst how a par tic u lar information norm functions in relation to the system of 
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norms; second, how the system as a  whole is aff ected by the challenge; and, 
fi nally, how a perturbation of the system aff ects the attainment of values. The 
eff ects o f n orms on t he a ttainment o f v alues, ends, a nd purposes a re oft en 
mediated by systems. This explains why contexts might use d istinctive sys-
tems of norms to achieve their respective ends equally eff ectively, even across 
historical periods, cultures, and societies. This applies even to contexts with 
similar sets of values, ends, and purposes. The directives “drive on left ” in the 
United Kingdom and “drive on right” in the United States may achieve traffi  c 
safety goals equally eff ectively as long as the rest of the respective normative 
systems are adjusted accordingly.

Voting
The context of demo cratic politics is rife with informational norms and sys-
tems of norms, including, as a case in point, the highly regulated setting of a 
polling station during pop u lar elections. Specifi cally, the drama of enforced 
privacy— the c urtained v oting b ooth— signals to v oters t hat t hey a re a lone 
and f ree to ma ke t heir s elections. I nterestingly, t hese el aborate r ituals n ot 
only deny a voter from accessing another’s help on the ballots voters are cast-
ing, but deny to v oters themselves control over verifi able information about 
their ballots. Although control over information has been traditionally prof-
fered as the basic requirement of autonomy, in this instance the intricate sys-
tem o f n orms r egulating p op u lar el ections pa radoxically den ies c ontrol to 
 individuals, with the express purpose of protecting them from having to kow-
tow to external pressure. In an interesting way, this constraint on control in-
directly protects autonomy in voting.

The controversies surrounding electronic voting reveal how intricately 
interwoven normative practices and values are, as new voting technologies 
are found to e xcel i n supporting one value, such a s con ve nience a nd effi  -
ciency, b ut f ound w anting w ith r espect to o thers, suc h a s ac countability, 
 anonymity, verifi ability, or security (Rubin 2006). Attempts to interject 
such technologies, to improve the pro cess, have shown how past practices, 
now entrenched, have achieved a delicate balance. Albeit imperfectly, these 
practices have more or less succeeded in maintaining utmost confi dential-
ity for individual voters while maintaining reliability and accountability, and 
achieving a n ac curate c ount w hile p rotecting v oters a gainst c oercion a nd 
(the harm of ) retaliation. (There is much  here to recommend the Burkean 
faith i n w isdom o f t he a ges!) C onsider t he s cenario i n w hich a v oting 
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technology is proposed t hat ach ieves effi  ciency, ac curacy, a nd v erifi ability 
but is a risk to this enforced confi dentiality; how might we reason about it? I 
am not sure any exponent of democracy would accept the trade- off  of voter 
autonomy f or t hese o ther v alues a nd t hat i s b ecause o f t he me aning— 
appealing to Walzer’s notion— of voter autonomy in the context of pop u lar 
elections. The premise of democracy is that the ideal of pop u lar election is 
achieved when each citizen of the state votes in accordance with his or her 
autonomous preference. Although the autonomy of citizens, in general, is a 
factor worthy of consideration in a g iven trade- off , in the context of pop u lar 
demo cratic el ections i t a ssumes a pa rticular sig nifi cance i n re lation t o t he 
contextual values at stake. Accordingly, any move to alter information fl ows—
technological, or any other kind— needs to reckon not only with possible in-
justices or harms to individuals but with the threat to this fundamental com-
mitment of the context.

To underscore that the issue at stake is not individual autonomy, gener-
ally, but the meaning of autonomy for par tic u lar actors in a given context, in 
relation to specifi c attributes, notice that the demands of secrecy do not ex-
tend to a ll voters in the context of demo cratic politics. In the assemblies in 
which elected offi  cials cast votes, such as Congress or Parliament, citizens 
expect these votes to be open; we expect offi  cials to be accountable for these 
votes even if this means that their choices are constrained and infl uenced by 
the a ttention o f o thers (media, v oters, w atchdog g roups). Ci tizens a re n ot 
held to answer in this way; elected offi  cials are. If this impinges on the au-
tonomy o f offi  cials, this is an acceptable consequence in light of the role 
elected offi  cials play as representatives of a constituency in a democracy and 
the way settled informational norms in parliament serve the values of demo-
cratic politics.

Employment
In t he context of employment, t he h iring juncture involves a pa rticularly r ich 
information exchange that is not always harmonious. For the typical scenario in 
which applicants submit resumes (or curriculum vitas) and are called in for job 
interviews, t here ma y b e n umerous c onfl icting c laims s upporting v arious 
values a nd r ights. For purposes of i llustration, I f ocus on one i n pa r tic u lar 
companies’ f reedom to p ursue information about applicants and applicants’ 
capacity to control access to this information. In the language of contextual 
integrity, at issue is not only the conditions under which information about 
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applicants fl ows to companies (what transmission principles govern fl ow), but 
also t he t ypes of i nformation appropriate for t his i nteraction. Investing ap-
plicants with control (some would call it respecting applicants’ privacy) sup-
ports t heir a utonomy, i n pa r tic u lar, t he a spect o f a utonomy i dentifi ed in 
Chapter 4 a s “self- presentation.” It is clear why pre sen ta tion of self would be 
important for applicants, but just as clear why companies might resist appli-
cants’ claims trumping their own.

The practice w ith w hich ma ny readers of t his volume a re l ikely to b e 
familiar is a tel ling compromise between these incompatible inclinations. To 
the extent that it does work, it is not because it represents the results of direct 
balancing and trading off  of these inclinations, but a balancing and trading 
off  i n l ight o f t he en ds, p urposes, a nd v alues o f a l abor a nd em ployment 
context. The practice itself generally allows applicants to present themselves 
through such means as resumes and portfolios while it a llows companies to 
go some d istance outside t hese bounds by requiring references, t ranscripts, 
and test scores. The interview is an interesting, if sometimes fraught, site of 
contestation, a llowing b oth ac tors a de gree o f l eeway. A nd a ll o f t his t akes 
place w ithin a f ramework o f l aws a nd r egulations t hat s et i n p lace c ertain 
boundary c onstraints. E ntrenched i nformational n orms p rescribing f ull 
 control by subjects over the fl ow of information might give rise to suboptimal 
hiring, bad n ot only for companies but for productivity and labor generally. 
By c ontrast, n orms t hat i mpose n o r estrictions o n c ompanies m ight d rive 
away c ompetent b ut t imid app licants, o r c ompetent a nd w illful app licants, 
generally resulting in a sub optimal match between competencies and work-
place needs. Although a l ot more could be said about this context, the main 
point I w ish to c onvey is that while self- presentation is an important reason 
for supporting subjects’ control over personal information, there are impor-
tant contexts in which, because it may hinder the attainment of goals, pur-
poses, a nd v alues, i t must g ive w ay to a lternative principles o f i nformation 
transmission.

Legal Integrity

With the brief references to B entham and Burke in the opening sections of 
this chapter, I wanted to show the structural similarities between the ratio-
nale I had off ered for according special moral standing to entrenched infor-
mational norms a nd how, in general, po liti cal t heorists have addressed t he 
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age- old issue recognizing the moral suasion of entrenched systems of rules in 
the face of novel, transgressive practices. In Law’s Empire (1986), the contem-
porary legal and po liti cal phi los o pher Ronald Dworkin addresses a si milar 
question about the moral legitimacy of a society’s legal system: What under-
writes the moral authority of a community’s rules such that its members are 
obligated and may even be coerced to obey even those rules with which they 
personally may disagree? Dworkin resists the answers of both legal conven-
tionalists, who consider the conventional standing of existing rules as carry-
ing suffi  cient weight to support legitimacy, and legal pragmatists, who con-
sider existing rules as merely a transitory “compromise between antagonistic 
interests” (1986, 210), which may be readily dispensed in light of conf lict-
ing cost- benefi t calculations. Instead, he posits legal integrity as the source of 
moral legitimacy. A s ystem of law has legal integrity i f its rules fl ow or a re 
derived from a coherent scheme of principles that have been adopted by a 
properly constituted p o liti cal community (elaborated i n t he next s ection). 
From those empowered with rule making and rule changing, such as judges 
and legislators, legal integrity demands not t hat t hey slavishly and l iterally 
follow existing rules a nd past rulings, or ignore t hem a nd issue rulings on 
instrumental g rounds a lone, but t hat t hey seek consistency w ith what t hey 
adduce to be the moral and po liti cal principles animating existing rules and 
rulings (pp. 94– 96).

The a nalogy w ith c ontextual i ntegrity i s t his: to e stablish w hether a  
practice that results in novel information fl ows is problematic, the decision 
heuristic outlined in Chapter 7 directs one to assess whether the novel fl ows 
comply with or violate entrenched context- relative informational norms. If 
they violate any norms, the counterpart of a strict conventionalist endorses 
entrenched n orms a nd r ules a gainst t he p ractice. T he c ounterpart to t he 
pragmatist does not set much store by what happens to be entrenched, but 
recommends judging each new practice on its individual merits; in compar-
ing it with entrenched practice it merely requires better per for mance on a 
cost- benefi t analysis. The aspiration of contextual integrity is similar to that 
of legal integrity: there is a presumption in favor of entrenched rules rather 
than strict adherence to the letter that can be overridden if new practices are 
demonstrably more eff ective at achieving contextual values, ends, and pur-
poses or the equivalent; in the case of legal integrity, more eff ectively satis-
fying o r p romoting a d uly c onstituted p o liti cal c ommunity’s s cheme o f 
principles.

Helen Nissenbaum




180 The Framework of  Contextual Integrity

Contextual Values Versus the Value of Contexts

This is as far as I take the account of contextual integrity in this book, recog-
nizing t hat t here are numerous unexplored avenues and unanswered ques-
tions that are not unimportant but open up vistas that extend beyond those 
I am able to assimilate  here. One, in par tic u lar, bears mention. As we have 
seen, t he a ugmented ac count o f c ontextual i ntegrity g iven i n t his c hapter 
requires t hat pr actices a ff ecting i nformation fl ows b e a ssessed i n ter ms o f 
their compliance with context- relative informational norms. Context- relative 
norms themselves may be evaluated in terms of values, purposes, and goals, 
and o verridden, a t t imes, w hen n ovel p ractices a re sh own to b e c ompara-
tively more eff ective at achieving these values, ends, and purposes. There the 
analysis has stopped. However, as we only briefl y h inted a bove, D workin 
does more than this, providing an approach to evaluating principles them-
selves within his theory, requiring that they emanate from what he deems a 
truly o r g enuinely a ssociative c ommunity. I t do es n ot ma tter f or o ur p ur-
poses what the criteria are for such a community, only that Dworkin does not 
believe that any principles whatsoever may serve as the foundation for moral 
legitimacy.

Likewise, we may question t he conditions under which contextual val-
ues, ends, and purposes are themselves sound or might turn out to be legiti-
mately c hallenged b y t ransgressive p ractices t hat r un a foul n ot o nly o f 
norms but of these values. Right now, the theory takes the respective arrays 
of contextual values as a given: for example, it may simply accept that physi-
cal well- being is a goal of healthcare contexts; material well- being is a con-
stitutive value of economic contexts; effi  cient trading is a value in commer-
cial contexts; personal fulfi llment, procreation, and the care of children are 
values in marriage; intellectual development, training, and sorting are for a 
purpose in education; and so on (see Miller 2001). Even if we assume that a 
society’s commitment to a par tic u lar confi guration of contexts and values is 
relatively stable, a theoretical account of social contexts ought to leave room 
for t he p ossibility t hat a s ociety ma y, o n o ccasion, r evisit a nd s crutinize 
contexts a nd t heir r espective v alues, p otentially c oncluding t hey a re u n-
sound or unworthy. One possible consequence of such judgments is for the 
values to be jettisoned and, in turn, the context itself redrawn or even jetti-
soned, due to the co- constitutive relationship between par tic u lar contexts 
and r espective v alues (an i nsight d rawn f rom Walzer’s c onception o f t he 
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relationship  between sp heres a nd s ocial g oods). S ometimes, p ressures to  
reconfi gure might come from extreme external contingencies such as war, 
famine, or radical po liti cal changes.

Let us pause a moment to pull together some of the disparate strands. In 
Chapter 7 I i ntroduced c ontextual i ntegrity a s a n i ndicator or me tric for 
privacy, a rguing t hat i t m odels i ntuitive j udgments b etter t han e xisting 
predominant t heories a nd a pproaches t o pr ivacy, p articularly i n l ight of  
challenges f rom ra dical a lterations o f i nformation fl ows d ue to s ocio- 
technical systems. According to the framework, a practice under investiga-
tion is judged a violation of contextual integrity if it runs afoul of context- 
relative informational norms, which are specifi ed in terms of contexts, actors, 
attributes, a nd t ransmission p rinciples. T he f ramework w as a ugmented 
with a normative component, asserting that entrenched norms do not merely 
indicate when novel practices contravene traditional practices, but can be 
generally ju stifi ed o n mo ral g rounds i nsofar a s t hey su pport t he a ttain-
ment of general as well as context- based values, ends, and purposes. This 
opens up the way for challenges to entrenched practice from nonconform-
ing p ractices, w hen t he l atter a re sh own mo re e ff ective in  s upporting or 
promoting r espective v alues, en ds, a nd p urposes. I n e valuating a c hal-
lenge, h owever, a p resumption i n f avor o f en trenched n orms r ecognizes 
that these norms are likely to refl ect the settled rationale of a given context. 
But w e emb raced t he p ossibility t hat c hallenges m ight o utperform en -
trenched practices; in this event, entrenched norms legitimately give way to 
new practices.

Augmented Contextual Integrity Decision Heuristic

Before c onsidering app lications o f t he f ramework to s ome o f t he c ases o f 
socio- technical systems and practices introduced in Part I, this is a good place 
to r eview t he c ontextual i ntegrity de cision h euristic, t he o riginal h euristic 
derived f rom t he de scriptive c omponent a lone, a ugmented b y p rescriptive 
elements developed in this chapter.

The p oint o f de parture i s a c ontroversial s ystem o r p ractice t hat ma y 
be  under c onsideration o r a lready i n p lace, y et d rawing p rotest. T he de ci-
sion heuristic provides an approach to understanding the source or sources 
of  trouble as well as an approach to evaluating the system or practice in 
question.



182 The Framework of  Contextual Integrity

 1. Describe the new practice in terms of information fl ows.

 2. Identify the prevailing context. Establish context at a familiar level of 
generality (e.g., “health care”) and identify potential impacts from con-
texts nested within it, such as “teaching hospital.”

 3. Identify information subjects, senders, and recipients.

 4. Identify transmission principles.

 5. Locate app licable en trenched i nformational n orms a nd i dentify 
signifi cant points of departure.

 6. Prima facie assessment: There may be various ways a system or practice 
defi es entrenched norms. One common source is a discrepancy in one 
or more of the key pa ram e ters. Another is that the existing normative 
structure for the context in question might be “incomplete” in relation 
to t he ac tivities i n que stion. A lthough I ha ve n ot d iscussed suc h 
scenarios in any detail, it is quite possible that new technologies enable 
actions and practices for which no norms have yet developed. A breach 
of informational norms yields a prima facie judgment that contextual 
integrity has been violated because presumption favors the entrenched 
practice.

 7. Evaluation I: C onsider mo ral a nd p o liti cal f actors a ff ected b y t he 
practice in question. What might be the harms, the threats to autonomy 
and f reedom? W hat might be t he eff ects on power s tructures, i mpli-
cations for justice, fairness, equality, social hierarchy, democracy, and 
so on? In some instances the results may overwhelmingly favor either 
accepting or rejecting the system or practice under study; in most of 
the c ontroversial c ases a n a rray o f f actors emerg e r equiring f urther 
consideration.

 8. Evaluation I I: A sk h ow t he s ystem o r p ractices d irectly i mpinge o n 
values, goals, and ends of the context. In addition, consider the meaning 
or signifi cance of moral and po liti cal factors in light of contextual values, 
ends, purposes, and goals. In other words, what do harms, or threats to 
autonomy a nd f reedom, o r p erturbations i n p ower s tructures a nd 
justice mean in relation to this context?

 9. On the basis of these fi ndings, contextual integrity recommends in favor 
of or against systems or practices under study. (In rare circumstances, 
there m ight b e c ases t hat a re su stained i n sp ite o f t hese fi ndings, 
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accepting r esulting t hreats to t he c ontinuing e xistence o f t he c ontext 
itself as a viable social unit.)

Two Illustrations

I off er two i llustrations to demo nstrate how one might follow the suggested 
analysis.

CASSIE
A number of public libraries in the United States recently adopted Computer 
Access So ft ware S olution ( CASSIE) f or ma naging l ibrary c omputers a nd 
 information systems. Although it off ers an array of administrative functions, 
the one that has drawn the most public attention and protest is the capability 
it off ers librarians to remotely view the contents of patrons’ computer screens 
(Librarica 2007). Employing the contextual integrity framework highlights at 
least one departure from entrenched practice (the access CASSIE gives librar-
ians to patrons’ exploration of the online cata log). Prior to CASSIE, librarians 
typically would have ac cess to pa trons’ rec ords of i tems ac tually b orrowed; 
now they may also know what patrons are considering, exploring, and look-
ing up. That is, CASSIE expands the types of information that librarians may 
have about patrons. Following the decision paradigm, CASSIE is fl agged as a 
prima facie violation.

A fully fl eshed out evaluation, which I will not pursue  here, would involve 
taking an array of values into consideration in the context of public libraries. 
Drawing o n r eceived v iews o n t he p otential c hilling e ff ects on  b ehavior of  
surveillance, C ASSIE w ould r esult i n a p otential c onfl ict b etween pa trons’ 
freedom and autonomy, on the one hand, and institutional effi  ciency, on the 
other. It is also possible that CASSIE might be called on under provisions of 
the USA PATRIOT Act in investigations of par tic u lar patrons to support the 
ends of national security. To work toward a resolution of these confl icts, the 
contextual i ntegrity f ramework prescribes a c loser e xamination of t he pur-
poses and values of public libraries. Finding that these include the edifi cation 
of citizens through untrammeled access to books (and, increasingly, media of 
other t ypes) a nd, ge nerally, u nconstrained i ntellectual e xploration i mplies 
that what is at stake is not merely the autonomy of patrons. We must also 
take i nto ac count t he meaning of autonomy in relation to the institutional 
values, ends, a nd purposes of public l ibraries. I n l ight of t hese, c ontextual 
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 integrity su ggests l ibrarians o ught to reje ct t he mo nitoring c apabilities o f 
CASSIE, except if it is clear that monitoring can directly abet dire national 
security needs.

Caller ID
The case of Caller ID illustrates how even small modifi cations in technology 
can r aise v exing p rivacy i ssues. A round 1988, w hen tel ephone c ompanies 
 announced t his new feature, a l ively public debate ensued (Rotenberg 1992; 
Wikipedia 2007b). Supporters argued that having callers identifi ed by num-
ber and possibly name would a llow call recipients to s creen calls, anticipate 
the needs of specifi c callers, and gauge interest in their businesses; detractors 
worried that the feature v iolated caller privacy, would discourage the use of 
hotlines, and might result in the capture of caller names for intrusive “junk” 
calls. Analyzing caller ID in terms of information fl ows is relatively straight-
forward: an attribute, that is a phone number and name of the subscriber, are 
transmitted automatically to the call recipient before the call is taken. Previ-
ously, t he caller could choose whether or not to a nnounce his identity a ft er 
the recipient answered the call. Thus, there are alterations in both attributes 
and transmission principles, warranting that the feature be fl agged for further 
assessment. A ccepting c laims made o n b oth si des a bout p otential e ff ects, 
 values at stake may include harm, autonomy, and equality aff ecting both the 
caller and the call recipient.

Moving beyond this point, however, is not straightforward in ways we 
might e xpect. W hy? I n m y v iew, t his i s b ecause a s ocial c ontext ha s n ot 
been un iquely specifi ed. C onsequently, f actors t hat a re n eeded for a s ound 
evaluation of the relative merits of Caller ID are not available. This ambiguity 
was refl ected in public debates as v iews on t he moral s tanding of Caller ID 
varied according to t he respective contexts (e.g., family and social, commer-
cial marketplace, and social ser vices) that proponents read into their analyses, 
and, accordingly, the factors they found salient to t heir fi ndings. I w ill leave 
matters  here.

It is worth stressing that contextual integrity is not a function of technical 
systems alone, but technical systems as they function in social contexts. Tele-
communications systems aff ect a variety of contexts in various ways depend-
ing on a h ost of factors, and the same holds t rue for other technologies, in-
cluding databases, data mining, closed- circuit tele vi sion, and more. For such 
technologies, t he i deal i s fl exibility i n h ow t hey a re ad apted to pa r tic u lar 
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 contexts so the fl ows of information may be tailored according to the require-
ments of entrenched informational norms. Interestingly, some semblance of 
precisely t his ha s emerg ed i n t he c ase o f C aller I D, a s, s ensitive to t he de -
mands o f v arious c ontexts, tel ephone c ompanies ha ve de signed i nto t heir 
systems a number of settings that enable fi ne if not perfect tuning of systems 
to the contexts of social life.
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9  Privacy Rights in Context: 

Applying the Framework

THE CENTRAL THESIS OF THE FRAMEWORK OF CONTEXTUAL 

 integrity is that what bothers people, what we see as dangerous, 
threatening, d isturbing, a nd a nnoying, w hat ma kes u s i ndignant, resistant, 
unsettled, and outraged in our experience of contemporary systems and prac-
tices of information gathering, aggregation, analysis, and dissemination is not 
that they diminish our control and pierce our secrecy, but that they transgress 
context- relative informational norms. These norms preserve the integrity of the 
social contexts in which we live our lives, and they support and promote the 
ends, purposes, and values around which these contexts are oriented. In this 
chapter I d iscuss whether and how well contextual integrity addresses issues 
that other theories cannot, whether it avoids some of their pitfalls and blind 
alleys, w hether i t a llays s ome o f t he c ynic’s j ibes, a nd, mos t i mportantly, 
whether it sheds light on daily encounters with systems and practices that in-
dividually diminish privacy and, considered in aggregate, imply that privacy 
might be a quaintly old- fashioned value with no place in this so- called infor-
mation age.

Puzzles, Paradoxes, and Trade- Offs

Privacy skeptics’ arguments, reviewed in Chapter 6, que stioned the serious-
ness of people’s commitment to privacy when their observed behaviors regu-
larly c ontradict e xpressed c oncerns a nd g ive l ittle e vidence t hat t hey sha re 
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the advocate’s position on privacy as among the rarefi ed class of fundamental 
human values. Although several plausible rebuttals considered in that chapter 
undermine the skeptic’s argument, the framework of contextual integrity also 
challenges it. If a r ight to privacy is a r ight to context- appropriate fl ows, and 
not to secrecy or to control over information about oneself, there is no para-
dox in caring deeply about privacy and, at the same time, eagerly sharing infor-
mation as long as the sharing and withholding conform with the principled 
conditions prescribed by governing contextual norms. With this conception 
in mind, one can simply pick through and explain most, if not all, of the skep-
tics’ examples of actions that purportedly contradict people’s expressed pref-
erences for privacy.

In a si milar way, historical and cultural variability is no longer a puzzle 
requiring explanation, but an expected consequence of general cultural and 
historical variation due to internal factors and the imprints left  from external 
contingencies. Unsurprisingly, equivalent social contexts may have evolved 
along diff erent paths, and may have assumed diverse characteristics in their 
basic institutions, functions, and practices, even if they subscribe to a similar 
cluster o f v alues, en ds, a nd p urposes. Suc h d iversity i s c lear, f or e xample, 
in  family, c hild r earing, e ducation, em ployment, r eligion, c ommerce, a nd 
health c are. N orms su pporting t hese pa tterns, i ncluding i nformational 
norms, refl ect this diversity accordingly. For example, the absolute prohibi-
tion on  disclosure of medical information, embodied in the Hippocratic 
Oath, u ndergoes t ransformation i n present d ay medical contexts governed 
by s cience- based me dicine a nd t hird- party p ayment s chemes; i n c ultures 
with strong extended family or clan ties, informational norms governing 
family contexts may be diff erent from those in cultures with nuclear family 
structures; and salaries are less guarded from friends and colleagues in so-
cialist l eaning c ountries suc h a s Sweden. E ntrenched i nformational norms 
reveal not only the activities and practices that are likely to provoke privacy 
concerns but potentially may constitute a r ich source of insight into the so-
cial and po liti cal archeology (Introna 2000) of par tic u lar social contexts in 
par tic u lar societies.

The framework of contextual integrity also provides a way through many 
of the intractable trade- off s that appeared an inevitable outcome of the func-
tional approaches discussed in chapters 4 a nd 6. Because the point of depar-
ture is a commitment to appropriate fl ow and not to secrecy and control over 
information, many of t he confl icts simply do not materialize. Consider, for 
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instance, the scrutiny of air travelers that has become routine, including back-
room profi ling, close monitoring, and tracking as travelers pass through vari-
ous a irport c heckpoints. O ne w ay to de scribe t hese s orts of si tuations i s a s 
a trade- off  between privacy and some other value; in this case, safety or secu-
rity. Bu ilt i nto suc h de scriptions, h owever, i s a n a ssumption t hat p rivacy 
means secrecy or control, which must be partially relinquished in favor of the 
other value or values. With the requirement of privacy as contextual integrity, 
the right in question is appropriate fl ow; that is, norm- governed fl ow of infor-
mation that has been calibrated with features of the surrounding social land-
scape, i ncluding i mportant mo ral, p o liti cal, a nd c ontext- based en ds, p ur-
poses, and values, as discussed in the previous two chapters.

The escalating level of scrutiny for travelers, though it increases the fl ow of 
certain types of information to various offi  cials, does not necessarily consti-
tute a v iolation of privacy understood as contextual integrity. Following the 
steps of the contextual integrity (CI) decision heuristic, the new fl ows of in-
formation eff ected by new regimes of airport security may, indeed, lead to a 
prima facie judgment that contextual integrity has been violated. In pursuing 
the analysis further, however, it is possible that these new fl ows are embraced 
as preferable to the old if they are seen as more eff ective at achieving values, 
such as safety, security, and effi  cient movement through the system, that might 
credibly be high among the aims of a t ransportation context. If the opposite 
determination is reached— that the values, ends, and purposes are less eff ec-
tively achieved by the new systems and practices— then we may truly say that 
the new system violates contextual integrity, but we will have learned quite a 
lot about what is at stake in pushing forward with the systems and practices in 
question.

The case of increased scrutiny at airports turns out to be particularly in-
teresting in light of results from the “International Surveillance and Privacy 
Opinion Survey,” a nine- country, comprehensive survey of peoples’ views on 
and understanding of surveillance and global information sharing. The study, 
which spanned four years and included almost 10,000 r espondents, incorpo-
rated results from public opinion polls, questionnaires, and qualitative focus 
groups on a range of topics from national identifi cation cards to closed- circuit 
tele vi sion (CCTV), terrorism, and control over personal information (Zureik 
2006; Zu reik e t a l. 2008). O ne pa rticularly i nteresting fi nding w as h ow r e-
spondents answered one of the questions in the section of the survey devoted 
to a ir t ravel. To t he que stion, “ To w hat e xtent i s your privacy respected by 
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airport and customs offi  cials when traveling by airplane?” the majority of re-
spondents reported feeling that their privacy is “completely,” “a lot,” or “some-
what” respected by airport offi  cials, with only between 2 and 18 percent (vary-
ing ac cording to c ountry) f eeling t hat i t i s n ot r espected a t a ll. U nder t he 
conception of privacy as control over information or degree of access to it, 
this is a curious fi nding. In an environment where we identify ourselves sev-
eral times, have our luggage X-rayed, have the contents of our purses scruti-
nized, are forced to remove jackets, shoes, and belts, and have our bodies ex-
amined and patted down, the answer to this question should be a resounding 
“not respected!” In light of contextual integrity, however, the fi nding is not in 
the least surprising.

Finally, p rivacy i n p ublic, a p roblem f or a j ustifi catory f ramework t hat 
presumes a p rivate/public d ichotomy, p oses n o pa r tic u lar d iffi  culty for the 
framework o f c ontextual i ntegrity. A s d iscussed i n C hapter 6, t he p roblem 
arises w hen p olicies g overning s ystems a nd p ractices a ssume t hat o nly t he 
private warrants privacy protection and for the rest, anything goes. Accord-
ing to t he contextual integrity framework, because all information fl ows are 
norm- governed i n s ome w ay, t here si mply i s no s etting i n w hich a bl anket 
“anything goes” prevails.

Reevaluating Socio- technical Systems and Practices 
in Light of Contextual Integrity

The f ramework o f c ontextual i ntegrity i s i ntended a s a de scriptive to ol, 
systematically ac counting f or p eople’s r eactions to t he m yriad te chnical 
 systems radically aff ecting the fl ows of personal information. But it is also in-
tended as a framework for evaluating these systems from a moral and po liti cal 
point of view. It is time to circle back to the systems introduced in Part I to see 
contextual integrity in action. Aft er a ll, the impetus behind its development 
was t he i nnumerable technology- based s ystems a nd practices i n which pri-
vacy app ears to b e a c asualty, yet c annot e asily b e a nalyzed by preeminent 
accounts of privacy. I have argued that this failure is not so much because 
these theories fail to recognize its importance, but because they do not recog-
nize t he c rucial s ocial de terminants— embracing o r r esisting t hese s ystems 
and practices— of people’s reactions. The framework of contextual integrity is 
an account of these social determinants (not a f ull- blown theory of privacy) 
used to explain when and why people resist and react with anxiety to certain 
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systems and practices and why these reactions are justifi ed in a subset of these 
situations.

The t hree ke y elements of t he f ramework— explanation, e valuation, a nd 
prescription— are recapped below.

Explanation. C ontextual i ntegrity f unctions a s a me tric t hat i s s ensitive 
to  meaningful c hanges a ff ecting p eople’s r eactions to n ew s ystems o r 
practices. Merely revealing these changes can constitute a decisive rebuttal 
to an initial response frequently off ered b y t hose s eeking to j ustify t he 
system, namely, that no signifi cant change relevant to privacy has occurred. 
By c ontrast, I ha ve su ggested t hat a n ew s ystem o r p ractice sh ould b e 
examined in light of context- relative informational norms that might have 
been b reached. Do ing s o r equires a scertaining t he g overning c ontext, 
whether key roles (sender, recipient, subject) have been aff ected, whether 
there have been changes in t he t ypes of information or attributes t rans-
mitted, a nd w hether t he ter ms u nder w hich i nformation fl ows violate 
relevant t ransmission p rinciples. A ny o f t hese w ould b e su ffi  cient to 
trigger re sis tance, and, conversely, protest and re sis tance are oft en reliable 
indicators that informational norms have been breached.

Evaluation. In some instances, recognizing that change has occurred and 
pinpointing its source might be all that is needed to resolve a controversy, 
or at least to clarify what is at stake. In others, however, revealing that 
practices violate entrenched norms serves mainly to sharpen the sources 
of controversy. An evaluation is then required, comparing altered fl ows 
in relation to those that  were previously entrenched. Although there is 
no simple recipe, t he f ramework of  contextual integrity, as developed 
in this boo k, a ttributes a n i mportant r ole t o co ntextual va lues (g oals 
or  purposes). In some cases, when attainment of contextual values is 
obstructed or diminished by an alteration in fl ow, the alteration is judged 
problematic a gainst a lternatives t hat do n ot ha ve t he s ame del eterious 
eff ects. Other systems that create confl icts among general moral or po liti-
cal values, including informational harms, justice, security, trust, unfair 
discrimination, t hreats to a utonomy a nd l iberty, r econfi gurations of 
power, effi  ciency, s ecurity, a nd sp eech, ma y n eed to b e c onfronted a nd 
settled i n l ight o f c ontextual v alues. C onfronting a nd s ettling c onfl icts 
involves (b orrowing t erminology fr om W alzer 1984) e stablishing t he 
meaning or si gnifi cance of respective values in light of contextual ends 
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and purposes. A possibility that I mentioned only in passing in Chapter 8 
bears repetition. New fl ows of information might not register with any of 
the entrenched informational norms because the context into which they 
are introduced might be incomplete (i.e., have no pre- existing guiding 
norms in relation to the new practices; see the discussion in Chapter 7). 
When new technologies are the enablers of such systems and practices, 
they may facilitate activities that  were previously inconceivable. In 
such cases, the strategies developed to co mparatively evaluate new with 
entrenched p ractices c an a lso g uide a n e valuation o f n ew s ystems a nd 
practices.

Prescription. In light of contextual integrity, an evaluation that fi nds a 
given s ystem or practice to b e morally or p o liti cally problematic, in  my 
view, is grounds for re sis tance and protest, for challenge, and for advocating 
redesign or even abandonment. If special circumstances are so compelling 
as to override this prescription, the burden of proof falls heavily upon the 
shoulders o f p roponents. T hese b roader c onsiderations o f p ractice f all 
outside this book’s purview, though some attention will be paid to them in 
the Conclusion.

Monitoring and Tracking
A co mmon j ustifi cation of  t echnology- based mon itoring a nd t racking s ys-
tems is that they are both more effi  cient and effi  cacious without an added cost 
to p rivacy. J ustifi cations o f t hese k inds ha ve b een off ered f or C CTV v ideo 
surveillance of public parks, vehicle safety communications systems that in-
clude identifi ers, roadside license- plate recognition systems, radio frequency 
identifi cation (RFID)– enabled passports, and, no doubt, many other technol-
ogies. Their proponents claim that these systems do not increase privacy in-
cursions because these are public places and no new information is involved, 
and pointing out the sharp increases in the number of such systems (e.g., sur-
veillance cameras covering public spaces in London or New York [Farmer and 
Mann 2003]) is powerless against such defenses because numbers, in them-
selves, do not count (Taurek 1977).

The CI heuristic, however, reveals add itional d imensions of change, en-
abling the discovery of innumerable alterations in information fl ows, including 
some that violate entrenched practices in ways that matter to contextual in-
tegrity. Such alterations are unsurprising, as monitoring and tracking systems 
excel a t capturing information in  real time w ith increasingly s ophisticated 
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lenses and microphones, have vast storage and pro cessing capacities enhanced 
by t he ado ption o f s tandardized f ormats, a nd a re c ontinuously i mproving 
their communications media, all of which enable accessibility to a broad array 
of recipients for a b road array of uses. These aff ordances (Norman 2002) of  
advanced systems draw attention to some of the ways in which we might ex-
pect informational norms to b e transgressed. A few of these are highlighted 
below in regard to the examples discussed in Part I.

CCTV.    In the familiar instance of a typical city park fi tted out with CCTV, 
one immediate casualty is reciprocity, a transmission principle generally gov-
erning visual access. In CCTV setups, even when the cameras are fairly evi-
dent, not only are the viewers of video feeds invisible to surveillance subjects, 
the subjects are generally ignorant of whether l ive feeds are being v iewed at 
all. Furthermore, depending on the details of the setup, the images gathered 
by C CTV s ystems may b e e asily t ransmitted el sewhere a nd w idely d istrib-
uted, certainly well beyond the immediate passersby we expect to see and no-
tice us in a public park.

Some CCTV systems may alter the type of information transmitted to re-
cipients by allowing authorities to string together images captured across 
time and space. Information types could be further aff ected by biometrically 
enhanced C CTV, suc h a s a s ystem w ith f acial r ecognition c apability. Suc h 
enhancements raise similar worries to those characterized by critics of license 
plate recognition systems as a “stalker eff ect” (Evans- Pugh 2006). These vari-
ations amount to alterations in the type of information fl owing to the authori-
ties s taffi  ng t he C CTV s ystems i n que stion b ecause a uthorities n ow ha ve 
continuous i mage f eeds o f p otentially i dentifi able i ndividuals r ather th an 
 momentary g lances t hey may have had i n si tu. A nother a spect o f a C CTV 
setup that may result in further breaches of entrenched norms is not inform-
ing p eople a bout i ts p resence; h idden c ameras me an t hat t he t ransmission 
principle of notice (subjects normally are aware when others see them) is no 
longer in play. There are many other details of a s etup that may have corre-
spondingly diverse eff ects on contextual integrity, such as whether images are 
stored and for how long, and whether they are freely distributed among gov-
ernment offi  ces and under what conditions.

The CI heuristic a lso highlights why neither t he descriptive defense (as-
serting t hat t he system brings about no signifi cant change) nor t he normative 
defense (that there is no expectation not to be seen when one is out and about 
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on a public street) of the Street View utility in Google Maps are sound. In this 
case, b reaches o f i nformational n orms i nclude a lmost a ll t hose men tioned 
above in relation to video surveillance (types of information, recipients, and 
transmission principles) as well as the posting to a n ew venue, the Internet. 
Accordingly, St reet Vie w c learly t ransgresses re asonable e xpectations of 
people on public sidewalks i f one understands reasonable expectations to b e 
 defi ned as expectations shaped by entrenched informational norms.

RFID.    The framework of contextual integrity raises many of the same con-
cerns in commentaries on RFID technologies. It also highlights a point made 
earlier in our discussions of caller ID and data mining, that violations result-
ing from its uses are not inherent in the general technology itself, but depend 
on the context of use and to what extent its deployment aff ects the range of 
information recipients, the types of information transmitted, and the prin-
ciples governing transmission. Problems anticipated by advocacy organiza-
tions a nd i ndividual a nalysts i nclude t he p ossibility o f c overt o r h idden 
transceivers, l ong- term t racking, a nd u nauthorized i nterception o f sig nals 
between t ag  and a uthorized r eaders. E ven w hen s ystems a re f unctioning 
normally, a s s tated a nd i ntended, t he r esulting a lterations i n i nformation 
fl ows ma y t ransgress en trenched n orms. F amiliar a rguments t hat n othing 
has c hanged, o r n othing r elevant to p rivacy ha s c hanged, a re a s h ollow 
sounding  here as elsewhere.

These general observations indicate l ikely trouble spots but in my v iew, 
action or policy guiding evaluation needs to be ultimately grounded in par-
tic u lar contexts. When evaluating the E-ZPass system, for example, the con-
text has a ltered f rom t he entrenched information fl ows involving a h uman 
toll operator g lancing at a c ar or even a c ar’s l icense plate as it drives by to 
signals from transponders attached to vehicle windshields picked up by trans-
ceivers at R FID- enabled tol l plazas. It is worth stressing that the constella-
tion of departures from entrenched fl ows is as much a f unction of the over-
arching socio- technical system as it is of the RFID technology, as it is of the 
system that determines whether RFID- enabled toll plazas are linked with a 
cash- based or anonymized back end, rather than with identifi able credit card 
payment schemes, and can be tailored to mitigate many fl ow patterns judged 
undesirable.

In commercial marketing contexts, critics have been able to ro use atten-
tion and worry among consumers over the prospect of RFID tags embedded 
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in consumer items by pointing out the potential for merchants and third par-
ties to monitor consumers not only at point of sale but beyond, both outside 
their premises and within, as in repeat visits to the same store or cooperating 
branches. They have suggested a set of principles of fair information practices 
for R FID systems, building upon t he positive consensus su rrounding t hose 
introduced in the historic 1973 report, Rec ords, Computers, and the Rights of 
Citizens (U.S. Department of Health, Education and Welfare 1973; Garfi nkel 
2002b; C onsumers A gainst Supermarket P rivacy I nvasion a nd Numbering, 
et al. 2003). These principles refer to requirements of transparency and open-
ness to let people know when RFID tags are embedded in products; purpose 
specifi cation to let people know how they are used; a right to have embedded 
chips removed, deactivated, or destroyed; a right to know what information is 
stored in a chip and associated databases; and requirements of adequate secu-
rity mea sures.

Although these principles, in their own right, are worthy of a full discus-
sion, I w ill stay true to m y course and discuss them in l ight of the require-
ments of contextual integrity with which they overlap in telling ways. Take, 
for i nstance, t he c onditions o f t ransparency a nd o penness. E xpressed i n 
terms of the framework, they are principles of transmission required for any 
deployment of RFID in the commercial marketplace, blocking, for one, the 
surreptitious c apture o f i nformation. I nsisting t hat p eople ha ve a r ight to 
destroy and deactivate RFID tags is another instance of preserving an en-
trenched t ransmission principle governing t he fl ow of i nformation b eyond 
an initial purchasing transaction. Performing a f ully fl eshed out evaluation 
of a n ac tual deployment of R FID would require a n audit of a ll changes i n 
fl ow as well as an evaluation of these changes in light of relevant values, ends, 
and p urposes. I n t he c ontext o f a c ommercial ma rketplace, a n e valuation 
would require answers to a series of questions about how the new patterns of 
information fl ow reconfi gure c ritical a spects o f t he r elationship b etween 
consumer and merchant: Does it, for example, give unfair advantage to one 
or t he other of t he pa rties? Do es t his redrawn relationship u ndermine t he 
values, ends, and purposes of the context itself? Do altered fl ows result in ef-
fi ciencies for merchants and if so, are they benefi cial to consumers as well? Is 
the increased scrutiny likely to lead to a chilling of consumer behaviors? An-
swering t hese que stions w ill i nform p rescribed n orms f or t he de sign a nd 
deployment o f R FID s ystems, a w orthy u ndertaking r equiring subs tantive 
expertise in commerce, marketing, and economics.
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Online.    There is no doubt that transactions mediated by the Internet and, 
most commonly, the Web involve signifi cantly diff erent fl ows of personal in-
formation in a ll the dimensions covered by informational norms from their 
counterparts conducted in physical space. In some cases, the networked envi-
ronment has diminished information fl ow, enabling many actions and trans-
actions without simultaneously conveying many physical attributes conveyed 
in equivalent face- to- face ac tions a nd t ransactions. (With c ameras a nd m i-
crophones more commonly bundled with computer apparatus and integra-
ted into operating systems, this might change.) In other ways, the amount and 
types o f p ersonal i nformation t ransmitted online e xceeds t hat c onveyed i n 
equivalent interactions in physical, unmediated environments. Characteriz-
ing t he fl ow of information both off - a nd online i n ter ms of i nformational 
norms and the respective pa ram e ters of context, roles, attributes, and trans-
mission p rinciples u sefully r eveals s ome o f t he te xture o f t hese sh ift s. The 
framework, generally, can help explain why Amazon .com’s ability to recom-
mend books to their customers based on their buying habits may cause mild 
queasiness b ut c ross- site t racking a nd t argeted adv ertising b y c ompanies 
such a s DoubleClick provoke a n e xtended sp ell o f i ndignation (Hoofnagle 
2004; National A ssociation o f St ate C hief I nformation O ffi  cers 2004). The 
nature of a lterations varies across s ystems a nd practices a s each a ff ects, in 
diff erent ways, the range of recipients, the types of information, and condi-
tions u nder w hich i nformation i s t ransmitted f rom o ne pa rty to a nother. 
Whether the alterations amount to transgressions, and whether these trans-
gressions a re morally a nd p o liti cally l egitimate de pends, o f c ourse, on t he 
contexts in which they transpire and how they bear on relevant values, ends, 
and purposes.

Controversy su rrounding t he mo nitoring a nd t racking o f i ndividuals’ 
Web searches by Web search companies, described in Chapter 1, provides a 
useful though complex i llustration of how the CI heuristic may be applied 
to a real- world conundrum. Perusal of library cata logs and reference books 
as w ell a s l ibrary b orrowing r ec ords s erve a s a p lausible i f n ot c omplete 
comparison point for a Web search, since the Web has emerged as a preemi-
nent public repository of knowledge and information. Accordingly, it makes 
sense to c ompare t he p ractices o f s earch c ompanies i n r elation to s earch 
query logs with entrenched informational norms governing patrons’ uses of 
library and reference resources. Generally, these norms are guided by profes-
sional codes of conduct for the librarians, who usually are the direct recipients 
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of i nformation a bout pa trons’ c ata log s earches a s w ell a s r ec ords o f t heir 
reading and  borrowing activities. Historically, these codes govern the trans-
mission with principles of strict confi dentiality, recommending that rec ords 
of p atrons’ r eading a nd b orrowing a ctivities b e m aintained o nly f or p ur-
poses of monitoring the whereabouts of holdings and shared with no third 
parties (Zimmer 2007). As direct recipients of search queries, search compa-
nies appear to fi ll a similar role to that of a librarian, at least in this regard, 
and as such, would appear bound by similar obligations of strict confi denti-
ality; Web search information should be shared with no third parties whether 
private or governmental.

Let us consider how t he CI decision heuristic might g uide a de cision by 
search companies on whether to share information about Web searches with 
government actors or with private, corporate actors. In drawing comparisons 
with the context of a library, the descriptive component of the heuristic estab-
lishes that such sharing constitutes a t ransgression of the principle of confi -
dentiality a nd a b reach of i nformational norms a nd, c onsequently, a p rima 
facie violation of contextual integrity. (As an aside, a principle of confi dential-
ity is breached no matter what principle governs the transmission of query log 
data from search companies to t hird parties, whether compelled by govern-
ment or bought by private third parties.) The prima facie fi nding, in my view, 
accounts for virtually universal re sis tance to the maintenance and dissemina-
tion of search query logs. However, a further step assessing the legitimacy of 
search query sharing is required by the heuristic. As noted earlier, this step 
requires a comparison between old and new practices in terms of their respec-
tive i mpacts on t he confi guration of values i n t he context of a W eb search. 
Weighing in favor of more open sharing practices, government actors cite the 
benefi t of reduced availability of child pornography and improved capacities 
to identify and diminish national security threats. Knowing what individuals 
are s earching f or a nd w hat l inks t hey c licked f rom quer y r esults pa ges a re 
believed to be valuable indicators of people’s proclivities, commercially valu-
able not only to advertisers and merchants but also to search companies who 
stand to profi t from the sale of search query logs to third parties. In addition, 
the c ommercial i nterests o f Web s earch c ompanies may b e s erved by s trict 
confi dentiality if it sustains user confi dence and loyalty. Strict confi dentiality 
is a lso important for individuals using search eng ines, as it supports a n as-
sortment of freedoms and interests associated with inquiry, education, and 
expression.
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The function of the Web as a venue for commercial transactions, forming 
and maintaining associations, socializing, participating in po liti cal activities, 
and fi nding community with others, including a r eligious community, con-
tinues to i ncrease d ramatically. I n r elation to a ll t hese ac tivities, c ommon 
sense, endorsed by claims and fi ndings of a vast literature on surveillance, af-
fi rms a c onnection b etween c onfi dentiality a nd f reedom. Sp ecifi cally, the 
freedom to inquire, associate, and express, mediated in large mea sure by Web 
search engines, fl ourishes in an environment insulated from external scru-
tiny, s ecure a gainst r eprisal, i nterference, i ntimidation, i nfl uence, control, 
and even embarrassment. So, should strict confi dentiality prevail, or give way 
to alternative principles?

Having considered the purposes and va lues served by these a lternatives, 
what steps help determine whether any one of them is better than the others 
on moral or po liti cal grounds? The CI decision heuristic recommends assess-
ing their respective merits as a f unction of their meaning or signifi cance in 
relation to t he a ims, purposes, a nd values of t he context of Web s earch. I n 
other w ords, mo ving b eyond a d irect w eighing a gainst o ne a nother o f t he 
values and purposes served by the respective alternatives to considering them 
all in light of their importance for the context of Web search; that is, asking 
what becomes of the aims, purposes, and values of Web search under one or 
another regime of norms. In my view, strict confi dentiality— in t his c ase 
conservatism— wins.

The Web has assumed a central role as a repository of information, a site of 
education, a nd a s ource of research; it i s a s ocial a nd po liti cal environment 
as well as a p lace of commerce, fi nance, communication, broadcast, and en-
tertainment. We u se search eng ines to fi nd p eople, organizations, i nforma-
tion, and communities; to s atisfy curiosity, answer questions, conduct busi-
ness, protest, and simply to surf. We do much more, in fact, because the Web 
is in constant fl ux both in what it contains and in the roles it plays in people’s 
lives. None of this should be novel, surprising, or controversial to anyone who 
has used the Web and followed its trajectory of development; it is drawn from 
common experience and echoes what has been said in innumerable pop u lar 
articles and as many learned ones. The freedoms required to pursue these ac-
tivities include many of the venerated po liti cal f reedoms of speech, associa-
tion, c ommunication, c onscience, a nd r eligious a ffi  liation, warranting the 
highest levels of protection. These freedoms in turn enable and promote in-
quiry, f ormation o f c ommunity, de velopment a nd p ursuit o f i nterests a nd 
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passions, and, for that matter, even whims. They are the bedrock of an edu-
cated, i nformed, a utonomous c itizenry; i ntegral to s ocial a nd p o liti cal l ife, 
and the basis of law and other po liti cal institutions of liberal democracies.

Search engines mediate access to content, to connections, to communities, 
to entertainment, to religious practice, and more; they are not the only access 
points but they are predominant (Hargittai 2007). As long as search engines 
serve a critical function of fi nding information, people, and communities on 
the Web, and as long as the Web continues to function as a critical repository 
for i nformation, a v enue f or s elf- development, i nquiry, e xpression, a ssocia-
tion, a nd so forth, confi dentiality i s a n ecessary principle for i nformational 
norms governing search query logs. The point I am asserting is not that when 
you add up the freedoms and interests weighing on the side of confi dentiality 
and compare them with those on the side of supporting open sharing at the 
discretion of search companies, the former generally outweighs the latter. It is 
that these freedoms and interests prevail in light of key values, aims, and pur-
poses in the context of the Web, and by implication of Web search. The same 
freedoms do not prevail in the context, say, of an airport (in the twenty- fi rst 
century) w here p eople, a s e videnced i n t he fi ndings from Zureik and col-
leagues’ (2008) Globalization of Personal Information survey, tend to ac cept 
monitoring and tracking in the name of security, to the extent of having our 
bodies a nd eff ects scrutinized by natural a nd X-ray v ision. T hese practices, 
even t hough h ighly i ntrusive, a re not objectionable b ecause, a rguably, t hey 
support the aims, purposes, and values of the airport context.

Spheres of Mobility, Spheres of Trust
In an eff ort to capture key dimensions of diff erence between contexts such as 
the Web (and Web search) and those, say, of airports, information and media 
studies scholar Michael Zimmer proposed the concept of “spheres of mobil-
ity” (2007). I n sp heres o f mob ility i ndividual a utonomy i s do minant; Web 
search is one such sphere according to Z immer, and navigating public road-
ways for automobile d rivers, at least a s conceived i n pop u lar culture, i s a n-
other. In spheres of mobility individuals are generally permitted to act at their 
own discretion, to be answerable and accountable to no one.

A similar claim may be defended against the use of digital rights manage-
ment systems, which breach anonymity, in contexts of reading, selecting 
 music, and viewing images and videos occurring in the home and other pri-
vate places of association and socializing. Because these contexts and para-
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digmatic ac tivities s erve a c luster o f en ds i ncluding p ersonal de velopment, 
education, a nd i nquiry, i t ma kes s ense to c haracterize t hem a s sp heres o f 
mobility. Conceiving of Web search as a sphere of mobility suggests an even 
stronger obligation for search engine companies than strict confi dentiality; it 
places search logs in the special category of information over which individu-
als are entitled to complete control, consequently placing Web search compa-
nies i n a fi duciary role in relation to them— caretakers of this information 
who may use the information subject only to the desires and preferences of 
individual s earchers (Zimmer 2007, 2008a, 2008b). A lthough t his do es n ot 
necessarily prevent Web search companies from using search query logs and 
selections from results to improve security and to better serve respective us-
ers, it requires search companies to demonstrate that what ever ways this in-
formation is transmitted or used are connected in credible ways to users’ de-
sires a nd p references. T he i dea t hat c ompanies h olding i nformation a bout 
online explorations and transactions might have a fi duciary duty to informa-
tion subjects has also been proposed by legal scholar Ian Kerr (2001) regard-
ing the duties Internet ser vice providers have to their customers.

A general point worth repeating in the context of this analysis is that in 
assessments of contextual integrity, the challenges to entrenched informa-
tional norms may stem from any of the key pa ram e ters. While many familiar 
arguments supporting privacy of information l ike v ideo rental rec ords and 
reading and listening habits are regularly expressed in terms of fundamental 
human r ights over pa r tic u lar t ypes of i nformation (against t he world), a s-
sessments of contextual integrity force greater fastidiousness with respect to 
the recipients of information, as well as to principles of transmission. There is 
no need  here to list in detail all the reasons why, for instance, agents of gov-
ernment should not have access to what people are reading, what videos they 
are watching, what religions t hey practice, a nd so forth. Yet t hese t ypes of 
information are readily, even eagerly, shared with and among friends, family, 
and fellow congregants. Indeed, odd would be the person who was not pre-
pared to tel l friends and family what movie he watched or to discuss a book 
he was reading. Although we expect to share such information with friends 
and f amily, a nd ha ve i t r eciprocally sha red w ith u s, w e w ould mos t l ikely 
protest  were even these same individuals to s eek this information from the 
video rental company or book vendor, because this would violate the govern-
ing principle of transmission of subject control, which in turn, is partly con-
stitutive of what, in contrast with spheres of mobility, we might call spheres 
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of trust, and so on, with other spheres characterized by distinctive familes of 
norms.

Before moving to the next section, let us review some of the lessons learned 
about the approach from this cluster of applications. One is that the mea sure 
of context- relative informational norms is u ltimately taken in its relation to 
the c ontext i tself. G eneral a ssessments o f a lternatives i n ter ms o f f amiliar 
rights, v alues, f reedoms, i nterests, a nd c laims a re n ot fi nal, b ut m ust b e 
stacked up against ends, purposes, and values of the contexts in which prac-
tices a re being evaluated. A s econd i s t hat t he f ramework does not support 
substantive prescriptions for general families of technologies, such as R FID 
systems, d ata m ining, o r e ven b iometrically en hanced v ideo su rveillance 
systems, although they ought to be carefully analyzed in terms of the types 
of powers they off er for aff ecting (sometimes in extreme ways) the fl ow of in-
formation. Rather, the most fruitful assessments take place within par tic u lar 
contexts; for these it is indeed possible, even mandatory, to p rescribe design 
constraints based on context- relative informational norms. A t hird is that a 
full- blown analysis and evaluation of informational norms in relation to t he 
challenges p osed b y n ovel p ractices oft en re quires s ubstantive, s ometimes 
expert acquaintance with the contexts in question. Although some assertions 
can be accepted as common knowledge, such as the causal impact on behavior 
of c lose monitoring, others might dema nd dedicated study, such as t he i m-
portance of search engines for all forms of participation and inquiry online. 
 Finally, t he lens of contextual integrity may a lso be useful for seeing where 
commitment a nd advocacy on behalf of certain values, ends, a nd purposes 
might b e n eeded. I n t he c ontext o f Web s earch, for e xample, p eople m ight 
consider it reasonable for dominant search companies, aft er c oncluding a  
careful cost- benefi t analysis, neither to g uarantee confi dentiality for search- 
query logs nor user control over them. In one view, the slight disadvantage to 
individual searchers would be considered a relatively benign one, particularly 
in liberal demo cratic states, because there are unlikely to be egregious impli-
cations f or human r ights. T his m isses t he p oint. I t m isses t he o pportunity 
costs, the foregone ends, purpose, and values that might be achieved in a Web 
understood a nd protected as a z one of i nquiry, a ssociation, a nd so forth. A 
Web in which search rec ords are up for grabs might continue to be active and 
useful for some purposes, but severely limited for these others. A fully devel-
oped analysis in terms of contextual integrity draws attention to t hese inter-
dependencies and may help to guide intervention and advocacy.
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Aggregation and Analysis

As w ith s ystems t hat mo nitor a nd t rack a nd s ystems t hat a ggregate a nd 
analyze, the lens of contextual integrity reveals sources of indignation not al-
ways evident when v iewed f rom t he perspectives of other approaches.  Here 
too the contours of underlying technologies may point us to potential sources 
of trouble, but the underlying technologies neither correspond to breaches of 
informational norms feature- by- feature nor are alone able to serve as or ga niz-
ing principles for policy and prescription. As was the case with systems that 
monitor and track, detecting and identifying breaches of informational norms 
by s ystems t hat ac cumulate a nd a nalyze i nformation, a nd p rescribing r e-
sponses to such breaches, requires a rich elaboration of the surrounding con-
text as well as an account of key pa ram e ters. In Chapter 2 I provided an over-
view o f ub iquitous te chnology- based s ystems a nd p ractices t hat a ggregate 
information from primary sources, passing it onward to s econdary aggrega-
tion points and beyond. As reported in the established literature on the sub-
ject, a lthough t hese w idespread s ystems a nd p ractices a re n ot n ecessarily 
hidden f rom d ata sub jects, t hey a re u sually n ot adv ertised n or t ransparent 
(Gandy 1993; C ohen 2 000 ; S olove a nd Ro tenberg 2 003; S olove 2 004; L yon 
2007).

To demonstrate how the framework of contextual integrity and the deci-
sion heuristic may be applied to these practices in both general and in specifi c 
cases, I have or ga nized my discussion around the pa ram e ters of context- 
relative i nformational n orms— actors, t ransmission p rinciples, a nd a ttri-
butes— to show how they may be aff ected by the practices of aggregation and 
analysis. U pon c oncluding t his d iscussion, I t ackle t he t hornier a nd mo re 
complex task of evaluating par tic u lar cases, focusing on those introduced in 
Part I.

Actors and Transmission Principles
Demonstrating t hat t hese fl ows o f i nformation f rom p rimary to s econdary 
recipients breach entrenched informational norms is not diffi  cult. In health-
care contexts, for example, entrenched norms are breached when an explicit 
principle of confi dentiality governing the fl ow of information from patient to 
physician is disregarded by practices a llowing (even mandating) such infor-
mation to b e f orwarded to i nsurance c ompanies o r p ublic h ealth a gencies. 
Norms are breached not only because transmission principles are disregarded, 
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but b ecause t he s et o f ac tors r eceiving i nformation ha s b een c hanged. T he 
nature of a b reach depends on the details of specifi c instances; for example, 
when consumers complete warranty forms aft er purchasing  house hold appli-
ances, t hey do n ot see it a s a b reach of i nformational norms i f i nformation 
about their purchase is shared with local repair ser vice providers because this 
fl ow of information is functionally necessary for provision of ser vices. But if 
the company sells the information to an information broker like ChoicePoint, 
it breaches i nformational norms by extending t he set of recipients a nd v io-
lating a transmission principle.

Disregard for entrenched transmission principles and expansion of the set 
of information recipients are characteristic of many of the transactions consti-
tuting aggregation and analysis, particularly prevalent in the commercial mar-
ketplace and fi nancial sectors. When information about the contents of a shop-
ping basket, readily inspected by fellow shoppers and registered at a  supermarket 
cashier, unbeknown to the shopper, fl ows to information brokers, the set of re-
cipients is expanded and t ransmission principles a re v iolated. Online and of-
fl ine vendors of books (e.g., Amazon .com, Barnes and Noble), magazines, con-
sumer products, travel ser vices, hotel accommodations, and telecommunications 
ser vices (typically telephone and cable companies) regularly barter, exchange, 
and sell customer information individually or in aggregated form to other 
 industry i ncumbents, i nformation b rokers, a nd g overnment ac tors, w ho, i n 
turn, barter, exchange, and sell this information to others, and so on. Of course, 
customers r ealize t hat mer chants ma intain r ec ords o f t heir p urchases a nd 
transactions. They are, however, frequently surprised and indignant when they 
learn about breaches of notice a nd confi dentiality, a s t his i nformation moves 
beyond the merchants with whom they transacted to others one, two, or  several 
 removes beyond. Although systems and practices of aggregation and analysis 
may cause clear and extensive a lterations in the actors receiving information 
and the principles under which information fl ows, their eff ects on the types of 
information, discussed in the next section, are less obvious but, to m y mind, 
more insidious.

Aggregations and Attributes
One of the most common defenses of aggregation practices is that they merely 
pool that which is already freely available in repositories of public rec ords of 
government actors, or freely shared by data subjects in the course of transac-
tions with private actors, rather than tapping into any sources of sensitive and 



 Privacy Rights in Context 203

personal information, or, in fact, any new sources of information at all. Exten-
sive dos siers a re c reated b y c ombining i nformation f rom t hese f ar- fl ung 
sources, including demographic data, occupation, phone number, birthplace, 
po liti cal affi  liations, purchasing activity, property holdings, and much more 
(described in detail in Chapter 2). The defensive rhetoric seems unassailable: 
assemble i nnocuous b its o f i nformation a nd yo u w ill ha ve a n i nnocuous 
 assemblage; d atabases o f n on- sensitive i nformation a re n on- sensitive d ata-
bases. Another l ine of defense l ikens information ser vice providers to c om-
munity g ossips w ho ga ther “ juicy” b its o f i nformation a bout p eople, p ro-
cessing it particularly for its scandalous interest, and passing it along to others 
(Barlow 1994; Volokh 2000a ). The implication  here is twofold: fi rst, gossip is 
inherent to social life and might even serve useful purposes, and second, the 
best way to s tay out of a g ossip’s l ine of sight is to r efrain f rom scandalous 
activity, or, at least, hide it well (Goodman and Ben- Ze’ev 1994).

Setting a side t he que stion w hether t hese t hird pa rties a re l egitimate re-
cipients of this information, this defensive rhetoric is, at best, disingenuous. 
Data subjects and third- party harvesters alike are keenly aware of qualitative 
shift s t hat c an o ccur w hen bits of d ata a re c ombined i nto c ollages. T his i s, 
surely, one of the most a lluring transformations y ielded by information sci-
ences and technologies. It is anything but the case that an assemblage of bland 
bits y ields a bl and assemblage. The isolated bits may not be pa rticularly re-
vealing, b ut t he a ssemblages ma y e xpose p eople qu ite p rofoundly. I t i s n ot 
merely that one actor, one set of eyes, can now view the entire assemblage but 
that the assemblage adds up to more than the sum of the parts. One source of 
surplus i s new i nformation t hat may b e i nferred f rom t he c ombined bits— 
triangulation. A lthough suc h i nferences a re p robabilistic, t he s tory R uth 
Gavison (1980) relates about a man who introduces himself to a t hird person 
as a p riest’s fi rst c onfessor, w hen, u nbeknown to h im, t he p riest ha s j ust 
 revealed to that third person that his fi rst confessor confessed to a murder, il-
lustrates that such inference can even be deductive. Know a p erson’s profes-
sion, z ip c ode, p o liti cal pa rty registration, l evel of e ducation, a nd w here he 
earned his undergraduate degree and one can infer with a high degree of cer-
tainty his income and views on a range of social issues. Learn that a woman of 
a certain age purchased a h ome pregnancy test and infer activities in which 
she recently engaged. Combine the information that a person watched Psycho 
with information that he watched The Omen 666, Halloween, and Dawn of the 
Dead within the past six months and infer that he is a fan of horror movies.
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To l iken t he ac tivities of omnibus providers to c ommunity gossips i s to 
liken a fl ood to d rizzle. T he qu antity o f i nformation r esiding i n d atabases 
versus in a gossip’s head, the scope of its transmission, the terms under which 
it is transmitted (for sale or lease), and the transparency of the gossip’s activi-
ties all d istinguish present- day aggregation a nd a nalysis f rom t he ages old, i f 
slightly dubious, community gossip. Once and for all, we must lay this specious 
parallel to rest!

The illustrations I have drawn above are trivial in comparison with what 
more can be and actually is extracted from information aggregates; they are 
not mere aggregations but fertile grounds for the generation of more informa-
tion, more and diff erent information. Therein lies both their power and their 
threat. It is what Sherlock Holmes (and a real world counterpart) does when 
he pins the crime on the criminal, what a physician does when she diagnoses 
a disease from the symptoms, what we all do when we predict the future from 
the past or see the forest for the trees. ChoicePoint, Acxiom, First Advantage, 
and o ther o mnibus i nformation p roviders o pen suc h o pportunities o n a n 
unpre ce dented scale not by providing larger databases of the same informa-
tion, but by inferring, inducing, and disseminating new information.

To sum up the central claim of this and the previous section, I ha ve ob-
served t hat r unaway p ractices o f a ggregation a nd a nalysis, p owered b y i n-
cumbents of the information industry and tuned to a fi ne art by developing 
sciences a nd eng ineering o f i nformation, may c ause sig nifi cant breaches of 
entrenched information fl ows. No longer is it plausible to claim that nothing 
signifi cant ha s c hanged a nd n o r easonable e xpectations v iolated, b ecause, 
depending on the context and par tic u lar applications, these practices almost 
always alter and usually expand the normal set of recipients, breach govern-
ing principles of transmission, and augment the types of information fl owing 
from one actor to another. The moral legitimacy of such practices, therefore, 
rests not upon fi nding that nothing important has changed but that novel pat-
terns of information fl ow initiated by those who amass personal information, 
those who give or sell information, or those who buy or otherwise gain access to 
it, are promoting social goals, ends, and values more eff ectively than traditional 
patterns of fl ows regulated by entrenched norms.

Aggregation and Analysis Evaluated
I ha ve off ered c ontextual i ntegrity a s a r efi ned me tric f or c haracterizing 
changes in the fl ows of information likely to provoke the feeling that privacy 
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has been threatened or violated. Merely pointing out these changes is some-
times suffi  cient to divert or halt the practices in question, as occurs, for ex-
ample, w hen a c ourt de cides t hat a g iven ac tivity m ust c ease b ecause i t 
 violates a  reasonable expectation of  pr ivacy. Nevertheless, t he f ramework 
allows for the possibility that overturning entrenched norms and embracing 
novel fl ows induced by new systems and practices, in this case, data aggre-
gation a nd a nalysis, m ight n ot o nly b e mo rally def ensible b ut e ven p re-
scribed. P rescribed n ot o nly b ecause t he p ractices i n que stion i mprove 
decision- making capacities of government offi  cials and corporate executives 
and y ield g reater e ffi  ciency i n ad ministering t he a llocation o f g oods a nd 
ser vices and even producing general welfare, but because they support the 
attainment of context- relative ends, goals, and values better than entrenched 
practices. To the extent that aggregation and analysis of health information 
provides, for e xample, i mproved d iagnostic to ols for i ndividual a nd c om-
munity h ealth, a ssists p hysicians i n ma king s ense o f p uzzling s ymptoms, 
and enables public health offi  cials to detect patterns of illness pointing to 
environmental hazards, they may constitute a welcome change in fl ow even 
if t hey v iolate en trenched n orms o f co nfi dentiality. W hereas fl at ly ruling 
out c hange merely b ecause i t v iolates entrenched normative fl ows may b e 
morally problematic, u nconditionally ac cepting i t i s e qually s o. I nstead i t 
needs to be carefully considered and evaluated as prescribed by the CI deci-
sion heuristic.

Omnibus Information Providers.    Evaluation strategies of the framework of 
contextual integrity may be usefully applied to omnibus information provid-
ers. Because information providers gather information from diverse sources 
and actors and ser vice diverse needs of diverse actors with diverse products 
and ser vices, the framework requires that evaluation be localized within rec-
ognizable contexts. This approach might seem overly cautious and piecemeal, 
but it allows for the reasonable possibility that while certain interventions are 
deemed morally problematic, others are unassailable. It is not necessary, how-
ever, to construct contexts from the ground up, because the information ser vice 
providers, i n t heir ma rketing s trategies, t arget t heir i nformation p roducts 
and ser vice to specifi c contexts, recognizing the utility of embracing impor-
tant pre- existing or ga niz ing principles that contexts (not labeled thus, of course) 
provide, which, in turn, help to pinpoint the likely needs providers might fi ll 
in r elation to t hem. I n m y d iscussion, I to o w ill f ollow t hese p re- existing 
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contours as they are adopted in the marketing blurbs of information broker 
Web sites.

A fi nal caveat is that my conclusions must be regarded as somewhat tenta-
tive b ecause f actual de tails n eeded f or mo re de fi nitive c onclusions a re not  
readily available, partly because omnibus information providers are generally 
not t ransparent about crucial aspects of t heir practices (e.g., holding back a 
full ac count o f p recise s ources, d atabase c ontent, c ustomers, a nd de tails o f 
their analytics) presumably for competitive business reasons.

Commercial Marketplace.    Among the most commonly advertised products 
and ser vices are those catering to t he needs of the commercial marketplace. 
Generally, these are generated by the providers from large ware houses of in-
formation that they have aggregated from a h uge array of sources including 
consumer p urchasing r ec ords, o nline ac tivities a nd t ransactions, ma gazine 
subscriptions, b ook p urchases, a ir t ravel a nd f requent fl yer memberships, 
hotel s tays, profe ssional a ffi  liations, education level, a nd employment, com-
bined w ith information harvested f rom public and court rec ords, as well as 
from databases of data- holding companies they have acquired. These ware-
houses ma y p rovide a g old m ine o f o pportunities y ielding to s ophisticated 
tools of analysis. One commonly cited is the creation of dossiers that associate 
identifi able individuals with enumerable data points (including, increasingly, 
geographic location). The information may also be mined for emergent cate-
gories or or ga nized according to predefi ned attributes into classes, or profi les, 
believed to be useful for marketing as individuals determined to fi t certain 
profi les or to fall in certain emergent categories are considered good targets 
for par tic u lar treatments (Ellis- Smith 1980; Rule et al. 1983; Gandy 1993, 1996; 
Cohen 2000 ; Garfi nkel 2000 ; Swire 2002; Reidenberg 2003; Schwartz 2004; 
Solove 2004; Lyon 2007).

There are contributors and participants who have good reasons to v aunt 
the novel fl ows these systems have yielded all a long the production line that 
leads to t hese d ata ware houses a nd t he ser vices a nd products der ived f rom 
them. To begin, those who garner information in the course of direct transac-
tions with consumers, customers, or citizens may extract incremental value 
from these transactions by profi tably selling this information. The end users 
of pro cessed information (i.e., retailers, advertisers, and marketers) who pur-
chase these products and ser vices may claim it improves business effi  ciency 
by ena bling more precise t ailoring o f ma rketing e ff orts a nd s ales s trategies 
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and enabling them to i dentify and cultivate a mo re reliable, generally desir-
able customer base. Government users might off er similar goals of effi  ciency 
in addition to goals of improved effi  cacy in law enforcement and national se-
curity. A nd, o f c ourse, o ne m ust a ssume t hat t he i nformation m iddlemen 
themselves a re ke enly i nterested i n a nd b enefi t f rom t hese ac tivities. S ome 
have defended these practices not only because they serve important ends and 
purposes s uch a s bu siness e ffi  ciency o r l aw en forcement, b ut b ecause t hey 
constitute t he e xercise o f i mportant r ights a nd l iberties i ncluding sp eech 
(Volokh 2000a ).

Others, def ending t hese p ractices, ha ve i ncluded i nformation sub jects 
among t he benefi ciaries, claiming they are less likely to be bothered by un-
suitable off ers (Direct Marketing Association 1999) and more l ikely to en joy 
the more relevant, cheaper goods and ser vices that fl ow from more effi  cient 
business practices. Much of the commentary published in academic and con-
sumer adv ocacy c ircles, h owever, ha s f ocused o n t he n egative p otential o f 
consumer profi ling. Following the CI heuristic, this might include the risks of 
informational harms, two in par tic u lar. One is the r isk of security breaches 
whether by break- in, loss, or inadvertent disclosure to bad ac tors. These 
increased risks are a direct consequence of huge, valuable assemblages of indi-
vidually identifi able d ossiers h eld cen trally a nd v ulnerable t o a ttack. Th e 
second risk is aptly captured by humorist Dave Barry:

Every d ay, i n e very to wn, t here a re h eartwarming s tories l ike t his o ne: A 
53- year- old m an sudden ly s tarts e xperiencing s evere c hest pa ins a nd s hort-
ness of breath. An ambulance rushes him to a hospital where, as his condition 
worsens, doctors administer a series of tests, the results of which are instanta-
neously transmitted via a special fi ber- optic telephone cable to a giant medical 
database computer a t housand m iles away. A lmost i nstantaneously a n elec-
tronic me ssage c omes bac k, i nforming t he do ctors t hat t he pat ient— whom 
the computer has mistaken for another man, with a si milar name who actu-
ally died thirty- eight months earlier— has fallen behind in his car payments 
and should be denied credit at the hospital. The computer then—without even 
having to be asked— disconnects t he pat ient’s ele ctrical a nd ph one s er vices 
and cancels every one of h is credit cards. A ll of t his is accomplished in less 
time than it takes you to burp. (1996, 8– 9)

This risk, of course, is harm due to t he high incidence of error and inac-
curacy ro utinely p resent i n l arge a ssemblages, f or e xample, t he fi nding of 
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errors i n 100 p ercent o f p ersonal r ec ords, i ncluding er ror r ates o f 60 to 7 0 
percent for basic biographical information, in a study of aggregators Choice-
Point and Acxiom (Pierce and Ackerman 2005). One can imagine the impacts 
such errors may have on the quality of life in contemporary society, from 
 insurance rates to issuance of credit cards to approval of mortgages.

Another powerful critique, famously developed by media and communi-
cations scholar Oscar Gandy (1993, 1996, 2000 , 2003) and extended by soci-
ologist David Lyon (2003, 2007), cites discrimination, or “social sorting,” as a 
sinister consequence of the machinations of aggregation and analysis of infor-
mation, and, ultimately, profi ling and diff erential treatment based on its re-
sults. T his c ritique subs tantiates t he c onnections f requently c laimed b e-
tween privacy and equality, revealing many ways that analytical tools applied 
to aggregated databases of personal information generate systems of profi les 
into which individuals are slotted, eventually leading to a segmented society. 
According to people’s assignments to these segments, they receive diff erential 
treatment of  one  k ind or  a nother. G iving s hort s hrift  to t his c ritique, le gal 
scholar Lior Strahilevitz warns that if the urgings of Gandy, Lyons, and others 
 were heeded and privacy protection allowed to obstruct social sorting, discrimi-
nation would not cease. Instead, it would merely shift  “from unproblematic cri-
teria like purchasing patterns, social affi  liations, criminal h istories, insolvency 
rec ords, a nd I nternet browsing b ehavior bac k toward t he ol d s tandbys— race, 
gender, and age” (Strahilevitz 2007, 11).

The argument from discrimination against social sorting is not a general 
argument against diff erential treatment for diff erent people in diverse condi-
tions. It is also not a general argument against holding people to account for 
past actions. This would not make sense. It is an argument against unfair dis-
crimination a nd unreasonable ac countability. W hile St rahilevitz a nd o ther 
proponents of aggregation and profi ling presume that the logic of reputation 
is unproblematic, Lyon, Gandy, and others think otherwise. Whether people 
receive a l oan, a c redit c ard, ba nking ser vices, or i nsurance a nd t he r ate at 
which they receive them, whether they are added or dropped as recipients of 
certain k inds of consumer off ers or even merely information, and the treat-
ment they generally receive in the commercial marketplace are part of what 
Lyon calls a person’s “life chances” (2007, 186), meaning signifi cant determi-
nants of a p erson’s prospects and quality of life. With this much at stake for 
individuals, the design of a fair system of decision making would be one that 
balances the interests of commercial actors with the interests of individuals, 
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giving consideration to suc h features as assuring non- arbitrary g rounds for 
exclusion, tr ansparency o f p rinciples d etermining in clusion a nd e xclusion, 
and the relevance of decision criteria to pa r tic u lar decisions. For assurances 
such as these to be meaningful, they need to be fi rmly grounded in some-
thing, w hether t heory o r c lear em pirical e vidence. I t i s w orth n oting t hat 
 aggregates and profi les obtained f rom information ser vice providers extend 
across a wide range of information types, not necessarily limited to purchas-
ing histories within the pertinent sectors. In order to sha ke off  the charge of 
unfair discrimination, the assurances Lyon and others recommend should be 
included a mong t he o perational c riteria shap ing t he p roducts a nd s er vices 
end- users ac quire f rom C hoicePoint, F irst A dvantage, A cxiom, a nd o ther 
 omnibus information providers.

Strahilevitz’s claim that the criteria he lists are relatively “unproblematic” 
is radically incomplete. Decision criteria are not fair or unfair in themselves 
but i n relation to t he goods b eing d istributed ac cording to t hem. Breaking 
with the long and dishonorable practice of using race, gender, and ethnicity 
as decision criteria may constitute progress, but not if we uncritically embrace 
decision criteria embedded in the “Panoptic sort,” even if their history is rela-
tively brief. The fairness of these criteria must be demonstrated by showing, 
attribute by attribute, how they are relevant to t he decision at hand. Beyond 
assurances that a system is internally sound, justifying operational decisions 
is at least as important since the best for which one can hope are recommen-
dations that are correct much or most of the time. If there are no clear ways to 
support s tatistical c orrelations w ith u nderlying t heories of  c ausation, i ndi-
viduals w ho a re den ied a g ood ba sed o n t hem ha ve su ff ered ar bitrary di s-
crimination that is no better than what Strahilevitz calls the “old standbys.”

While the form of discrimination that worries Gandy and others is exclu-
sion from access to commercial and fi nancial goods, others worry about per-
sonalized pricing of goods a nd s er vices; t hat i s, price d iscrimination ba sed 
not on the goods and ser vices but on the identities or profi les of customers. 
The idea of price discrimination has previously been associated with deregu-
lated airline ticket pricing and increasingly with online distribution of music 
and other content, t ypically referring to d iff erential pricing based on ter ms 
and conditions of purchase or access; for example, booking an airline t icket 
two weeks in advance or agreeing to a fi xed number of viewings of a movie. 
According to mathematician Andrew Odlyzko, the logic of price discrimina-
tion based on personal i nformation wou ld le ad to a n “Orwellian economy” 
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(2003, 4) i n which sellers charge d iff erent prices to d iff erent buyers. I n t his 
scenario, dynamic pricing responds to personal characteristics such as wealth 
(ability to pa y), u rgency o f n eed, v ulnerability to c ertain en ticements, o r 
 marketing approaches. At the back end, sellers secure their prices by means of 
nontransferable co ntracts w ith i dentifi able b uyers i n o rder to c ontrol a rbi-
trage, or buying f rom intermediaries who have acquired the goods and ser-
vices at a lower price.

Citing b oth a necdotal a nd h istorical e vidence t hat p eople d islike p rice 
discrimination a nd fi nd i t d isreputable, O dlyzko ad mits, n evertheless, t hat 
general issues of harm and benefi t are notoriously diffi  cult to settle and pre-
sumably depend on many circumstantial factors. Some of the unseemly hypo-
thetical f orms o f p rice d iscrimination, h owever, d raw a ttention to a nother 
problem identifi ed by c ritics of a ggregation a nd profi ling. C ertain forms of 
price discrimination strike us as reasonable, even shrewd business practices, 
such as airlines charging premiums on the last few available seats, merchants 
off ering d iscounts to en tice e arly shopping i n t heir s tores, or e ven s calpers 
charging h igh p rices f or t ickets to s old- out p er for mances. O ther f orms o f 
price d iscrimination, h owever, s eem d istasteful, suc h a s c harging mo re to 
buyers whose needs are greater, such as an airline raising the price of a ticket 
for a customer desperate to reach a dying parent or drugstores charging cus-
tomers known to suff er chronic pain more for analgesics. (An interesting and 
ancient illustration is the Qur’anic prohibition on riba (usury) which typically 
covers interest charged on loans. Similarly, and frequently cited as particu-
larly p ernicious, i s t he b oatman w ho c harges mo re to r escue a d rowning 
 victim than he normally charges to ferry people across a river.)

Although a sentence or two will not do justice to t he complexity of these 
cases, there seems to be a line, however fuzzy, between entrepreneurial sales-
manship a nd u nethical ma nipulation. F orms o f c onsumer p rofi ling and 
 targeted marketing are already part of our common experience, such as baby 
product off ers sent unbidden to parents of newborns, AARP membership so-
licitations to p eople n earing r etirement a ge, a nd ad s a longside e -mail w in-
dows driven by message content. How far, how personal, does personalization 
have to go before it shift s from being clever and effi  cient to being sinister and 
manipulative? What if marketers, adducing people’s vulnerabilities from past 
purchases, club memberships, arrest rec ords, and professional affi  liations, 
target them with special off ers for alcohol, cigarettes, and free rides to Atlan-
tic City? Critics of consumer profi ling warn that sellers taking advantage of 
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personal conditions of buyers and possibly driving unfair bargains compro-
mise b uyers’ f reedom a nd a utonomy (Cohen 2 000), w hether i t i s c harging 
higher prices to those known to be in dire need or catering to known vulner-
abilities, such as sending coupons for f ree cigarettes to p eople who have re-
cently completed smoking cessation programs or purchased nicotine patches 
(Zarsky 2002). In other words, the problem is not that assemblages are used at 
all, but that they are assembled in a pa r tic u lar manner for purposes that are 
manipulative and paternalistic and not transparently evident to the consum-
ers who are the subjects of these personalized treatments.

Anticipating a rebuttal to these arguments, it is worth paying heed to the 
role that uneven power and wealth can play in these general settings. A defi -
ant line of response to technology- mediated information practices is to es-
chew restrictive inclinations of privacy advocates and embrace what novelist 
David Brin (1998) calls “the transparent society,” in which we no longer fi ght 
the practices but work to en sure t hat a ll a re watched a nd watching equally. 
The problem is not that information is being gathered, hoarded, and dissemi-
nated, but that it is done so unevenly. Despite the liberating ring of this argu-
ment, it is misguided for two reasons, both having to do with a world in which 
power, as well as information, are unevenly distributed. One, for which I will 
off er no further argument, is that information is a more eff ective tool in the 
hands of the strong than in those of the weak. The other is that in a free mar-
ket of personal information, characterized by omnibus providers, the needs of 
wealthy government actors and business enterprises are far more salient driv-
ers of their information off erings, resulting in a playing fi eld that is far from 
even.

My goal has been to demonstrate how contextual integrity may be applied 
to t roubling but ubiquitous practices i n t he commercial ma rketplace of a g-
gregating far fl ung i nformation, developing identifi able dossiers, classifying 
consumers on the basis of information profi les, and targeting them for par tic-
u lar treatment on the basis of these chains of analysis. Focusing on omnibus 
information providers a s a c ase s tudy demonstrated t he sig nifi cant alterna-
tions i n fl ows o f i nformation c aused b y t hese p ractices, t hus c ontradicting 
at least one common justifi cation. More than this demonstration is needed to 
satisfy the per sis tent supporter, however, who admits that changes are radical 
but resists uncritical loyalty to entrenched norms. In other words, having es-
tablished that these practices run a foul of entrenched informational norms, 
how might they be adjudicated as matters of ethics and po liti cal morality?
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To address concerns of this interlocutor, the theory of contextual integrity 
calls for evaluation in two modes. One is to a ssess the full range of diverse, 
morally r elevant ha rms a nd b enefi ts ac crued b y ke y ac tors. S ynthesizing 
 familiar commentaries, both favorable and critical, allowed ac know ledg ment 
of potential gains, such as increased profi t, effi  ciency, and effi  cacy for mer-
chants, marketers, and ser vice providers, potentially trickling down to infor-
mation subjects in the form of well- targeted promotions and potentially 
cheaper goods a nd s er vices. Potential losses i ncluded i nformational ha rms, 
unfair discrimination, threats to freedom and autonomy of consumers, and a 
widening of the power diff erential between individual consumers and com-
mercial actors.

The other mode evaluates entrenched norms and novel practices compar-
atively, in light of ends, purposes, or values of the relevant context, which in 
this case is the commercial marketplace. My reasoning  here is necessarily in-
complete, mainly because a fully worked out analysis lies not only outside the 
scope of this book but beyond my expertise. In previous applications of con-
textual integrity to co nfi dentiality of health information, an important con-
sideration was t he eff ect of weakening confi dentiality c onstraints on health 
itself. Likewise, we must ask how novel information fl ows mesh with princi-
ples of a competitive, free market.

In O dlyzko’s d iscussion o f p rice d iscrimination, h e d raws a pa rallel to 
pervasive price d iscrimination for b oth pa ssengers a nd f reight practiced i n 
the nineteenth century by rail companies. Public antipathy was so great that 
legislated restraints on discriminatory pricing schemes  were included in the 
Interstate Commerce Act of 1887 and strengthened in the Elkins Act of 1903. 
Beyond the details, which are not relevant  here, of interest is some of the ra-
tionale provided in support of these legislated restrictions. In par tic u lar, price 
discrimination as practiced by railroads was deemed “unequal t reatment in 
an opaque environment” (Odlyzko 2003, 12). That average prices  were lower 
under the existing schemes of price discrimination was less important to the 
public, w hich e xpressed a c lear p reference f or f airness, p redictability, a nd 
transparency. Proponents of restrictions on discrimination argued that it un-
dermined the “moral legitimacy of capitalism” (p. 12).

Ideals of a c ompetitive free market are realized to t he extent that buyers 
and sellers are well informed and free to choose among marketplace off erings. 
Manipulative marketing challenges the assumption that buyers are f ree and 
informed. Once it becomes known that diff erent ser vices and prices are trig-



 Privacy Rights in Context 213

gered by the personal characteristics of buyers, the stage is set for adversarial 
and resentful engagement where buyers might have to initiate defensive inves-
tigations o f t heir o wn, sp ending r esources to d iscover p rices, s er vices, a nd 
products not off ered to them. Depending on how diffi  cult and expensive these 
eff orts are, so too is the degree of ineffi  ciency introduced into the market. Fi-
nally, as consumers become aware of no- holds- barred sharing of details about 
their purchases, with potential for broad and long- lasting consequences, they 
may seek evasive actions, adopt adversarial strategies (swapping frequent buy-
ers cards is one example), and, in some instances, simply refrain from buying 
(Cranor 2003, 2007; Swire 2003). To the extent that mutual trust is important 
for a market, an adversarial stance is likely to have deleterious consequences.

These claims are made tentatively, mainly with the intent of demonstrat-
ing h ow c onstraints o n i nformation fl ows ma y b e l inked to p urposes o f a 
context, i n t his i nstance a f ree, competitive ma rketplace. G eneral consider-
ations of e thics a nd po liti cal morality require t hat we ma ke general a ssess-
ments of competing, legitimate claims and interests against one another. In 
some c ases, t he c laims m ight b e s o s trong, a nd off enses so egregious, as to 
trump a ll o thers. I n ma ny c ases, however, w here c ontroversial i nformation 
practices r esult i n de adlock, t he f urther s tep o f u nderstanding t he sig nifi -
cance of respective interest claims in light of contextual ends becomes an 
 important tie- breaker. This stage of analysis is sorely needed to gain a better 
and deeper understanding of diverse morally and po liti cally important con-
sequences of omnibus information middlemen. My remarks above and below 
are t he mer e b eginnings o f suc h i nvestigations; c onclusive e valuations a re 
likely to rely on knowledge drawn from economic theory and the premises of 
a w ell f unctioning c ompetitive f ree ma rket a s w ell a s em pirical fi ndings 
(where suc h e xist) c omparing c onsumer b ehaviors i n ma rkets w here prices 
are mo re o r l ess s table w ith t hose w here g oods a re n ot ma rked b ut p rices 
vary, oft en according to personal assessments of buyers, such as fl ea markets 
or used- car sales lots.

Other Con texts.    Equivalent a nalyses c ould b e app lied to o ther c ontexts 
 currently served by omnibus information providers, including fi nance, insur-
ance, employment, housing, po liti cal participation, law enforcement, and na-
tional security. These would run a similar course, initially exposing deviations 
from entrenched norms in proposed or newly instituted practices; the poten-
tial i mpacts t hese d iscrepancies m ight ha ve o n t he a ttainment o f en ds, 
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purposes, and values of contexts; structures of benefi ts and costs; and, ulti-
mately, the signifi cance of these benefi ts and costs for respective contexts. In 
the case of employment, for example, it is not suffi  cient to argue that a given 
company can minimize its risks in hiring by seeking the ser vices of a Choice-
Point, but that doing so serves a society’s needs for a robust, well- functioning 
sphere o f l abor a nd em ployment. A s ystem t hat p laces n o r estrictions o n 
what information companies can access and use in their employment deci-
sions ( e.g., ena bling p rejudicial e xclusion o f c ertain app licants, suc h a s 
married women, those with par tic u lar religious affi  liations, or ethnic back-
grounds) might serve the interests of that company very well, or at least not 
harm t hem, but could a lso result i n suboptimal development of i ts human 
resource potential.

In the context of po liti cal participation, po liti cal campaigns increasingly 
employ ser vices of companies that off er “high quality voter data for po liti cal 
organizations” (Aristotle, Inc. 2007). Although segmentation by district or by 
other traditional groupings, such as race, gender, or socioeconomic level, has 
always occurred, the idea  here is to personalize down to t he individual. Seg-
menting v oters ac cording to a ggregated p ersonal a ttributes, c ampaigns en -
gage in triage, tailoring messages and deciding how much attention and eff ort 
to allocate to constituencies based on personal profi les. One might defend the 
practices o f g oing a ft er h ighly de tailed p rofi les o f i dentifi able v oters o n 
grounds that parties and candidates should be allowed to seek a competitive 
edge over their opponents, or one might worry more about how these prac-
tices m ight d istort de cision ma king b y v oters ( by i ndividualized, h ighly 
 targeted messages on the one hand, or simple neglect on the other; Johnson 
2007). How do es one resolve a r esulting c onfl ict b etween t he l iberties a nd 
interests of candidates and parties on the one hand against the autonomy of 
voters on the other? According to t he augmented CI decision heuristic, it is 
premature to balance and trade off  at this stage. Rather, one must take into con-
sideration the signifi cance of these fi ndings for the context of po liti cal participa-
tion in demo cratic societies. An argument can be made that personalizing the 
messages that individual voters receive may bankrupt the public sphere, dimin-
ishing opportunities for po liti cal campaigns to d istinguish candidates through 
open debate of a c ommon set of controversial issues. This would require that 
citizens across the board be exposed to a c ommon set of messages and themes. 
Tailoring campaign messages to individuals also may involve withholding cru-
cial information from them. What ever the shortfall of democracy in practice 
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from the ideal of autonomous citizens casting votes on the basis of informed 
preferences, p ersonalized me ssaging ba sed o n v oter p rofi ling tugs us even 
farther f rom t his. U ltimately, t hen, t he t rade- off  bet ween confl icting values 
and interests is only one component to be factored into a policy decision about 
voter t argeting t hrough a ggregation a nd profi ling; t he other i s t he eff ects of 
these practices on the values, ends, and purpose of the context itself.

Personal i nformation i s i ntegral to t he pursuits of l aw en forcement a nd 
national security. Precisely because it is so important and so alluring, citizen 
watchdog groups, government agencies, po liti cal representatives, public advo-
cacy organizations, the media, pundits, and academics are unceasingly pre-
occupied w ith e stablishing i deal l imits o n i ts c ollection a nd u se ( Birnhack 
and E lkin- Koren 2 003; R ubinstein, L ee, a nd S chwartz 2 008). I n p ursuing 
their ends, agencies of law enforcement and national security have constantly 
looked to t he cutting edge of promising information technologies, including 
systems and devices for monitoring, aggregation, data mining, and profi ling 
the general c itizenry as well as suspects. In t he past de cade a lone, intensive 
public discussion has focused on Admiral John Poindexter’s infamous Total 
Information A wareness p rogram ( later d ubbed “ Terrorism I nformation 
Awareness”), the close collaboration of security agencies with private sector 
omnibus information providers, and the emergence of state- based, so- called 
information fusion centers.

These areas of public and po liti cal life, although regulated by complex and 
long- standing C onstitutional a nd o ther p rinciples a nd p olicies, may n ever-
theless be shaken by extraordinary events such as the attacks of September 11, 
2001. Demo cratic societies strike a del icate balance between the functions of 
security and law enforcement and citizens’ freedoms, and the norms embody-
ing this, usually enshrined in law, may need to be recalibrated in the wake of 
these a nd s ometimes e ven less d ramatic e vents. W hen such e vents happen, 
scholars and public interest advocacy organizations (e.g., the Electronic Pri-
vacy I nformation C enter) p erform a n e ssential f unction o f sp elling o ut, i n 
detail, the connections between highly specifi c policy proposals and princi-
ples of liberal demo cratic governance. By so doing, they place the connections 
between these policy proposals and ultimately the values, ends, and purposes 
of t he po liti cal context i n t he public eye. I n t he United St ates, debates over 
practices such as wiretapping of citizens’ phone calls by the National Security 
Administration and massive aggregation of personal information into fusion 
centers by state law enforcement agencies correctly address not only whether 
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these practices violate entrenched norms but also how they aff ect the distribu-
tion of v arious ha rms a nd b enefi ts. T he f ramework o f c ontextual i ntegrity, 
however, su pports f urther c rucial que stions a sked b y p ublic i nterest adv o-
cates: Are these practices likely to lead to a d iff erent kind of society? If so, is 
this the kind of society in which we want to live?

One of the most important contributions contextual integrity can make 
is to debunk the logic once and for all in the claim that information shared 
with anyone (a ny one) is, consequently, “up for grabs,” and because of this 
the  activities o f i nformation m iddlemen, suc h a s omnibus providers i s, a t 
worst, morally and po liti cally no more problematic than those of the com-
munity gossip. What this reasoning fails to recognize is how critical it is to 
spell o ut t he ac tual a nd p otential r ecipients o f i nformation. W hether t he 
information is transmitted in raw form or assembled, digested, and mined, 
it makes an enormous diff erence whether the recipient of this information is 
your n eighbor, your b oss, a p otential employer, a n i nsurance c ompany, a  
law enforcement offi  cer, your spouse, or your business competitor. Obvious 
power and other qualitative discrepancies mean that the same information 
carries signifi cantly diff erent potency in the hands of respective actors; some 
hold t he ke ys to i mportant l ife o pportunities, s ome t he p ower to i nfl ict 
harm, others mere incon ve nience, embarrassment, or disapprobation. Sensi-
tivity to these diff erences means resisting, once and for all, the idea of public 
information; that is, resisting the idea that recipients do not need to be ex-
plicitly spelled out.

Contextual Integrity, Publication, and Dissemination

The prodigious c apacity of i nformation technology a nd d igital networks to 
publish a nd d isseminate i nformation ha s g iven r ise to a h ost o f p rivacy 
problems and puzzles. Except for cases in which the positions of winners and 
losers c learly l ine up w ith t heir interests, t he roots of d ispute a nd d isagree-
ment over what is and is not acceptable practice are oft en elusive. To see how 
the framework of contextual integrity helps to cut through some of the mud-
dle, l et u s b riefl y r eturn to t wo o f t he c ases s ketched i n C hapter 3, G oogle 
Maps’ Street View and online access to public court rec ords.

With St reet Vi ew, c ritics e xpressed i ndignation o ver o nline p lacement 
and universal accessibility of identifi able images of faces, places, and objects 
that are included in photographic images of highly specifi c geographic 
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 locations. Responding to the requirements of national laws in Canada and 
Australia, Street View blurs images of faces and license plates, but in its grow-
ing coverage of cities in the United States no such mea sures are taken. To  
individuals w ho b elieve t hat i mages o f t hem app earing i n St reet Vi ew a re 
somehow proble matic, G oogle o ff ers a p rotocol f or r emoval. Al though 
 rumor has it that the pro cess is tedious and requires a g reat deal of personal 
information from the requestor, this author initially failed to locate the proto-
col aft er quite a number of clicks on promising- looking links. Details of the 
case a re less i mportant for t his d iscussion t han t he way Google justifi ed its 
initial refusal to take down identifi able images. In a familiar move, it denied 
that t here was problem at a ll because t heir i mages capture people i n public 
places and are captured from public places. In the case of online placement of 
public and court rec ords, there is a si milar confi guration of arguments both 
for and against, though tailored to the specifi cs of the case at hand.

I will assume that readers who have stayed with me to this point need no 
further convincing that “public” is not synonymous with “up for grabs,” that 
even if something occurs in a p ublic space or is inscribed in a p ublic record 
there may still be powerful moral reasons for constraining its fl ow. Although 
this debunks frequently heard arguments about expectations in public places 
such a s t hose defending St reet View a nd a nalogous, c ategorical support for 
global, unrestricted access to p ublic rec ords, t here is s till a n eed to ac count 
systematically for the sources and specifi cations of legitimate restrictions, in 
par tic u lar cases. And this is what I claim the framework of contextual integ-
rity is able to off er.

Violations o f c ontext- relative i nformational n orms i n t he c ase o f St reet 
View are similar to those resulting from CCTV in public streets, parks, malls, 
and so forth, except magnifi ed b y t he p otentially c ountless u sers o f St reet 
View who gain access to these images. Further, to say that people walking the 
streets or visible from public places have implicitly consented to anything 
more than being seen from a reasonable distance by others generally visible 
themselves is to indulge in obvious equivocation, or at least, to beg the ques-
tion, simply asserting that they have consented to b eing seen by anyone and 
everyone and not adding anything new.

Recipients and Transmission Principles
With public and court rec ords, the picture is more complex because rec ords, 
jurisdictions, and patterns of access are diverse, established not only through 
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explicit regulations at national, state, and local levels, but, in the past, through 
a v ariety o f ma terial c onstraints r anging f rom te chnical a ff ordances of  t he 
medium to mundane constraints such as the hours of operation of responsible 
offi  ces. However, the shift  to online posting (usually via the Web) potentially 
aff ects a ll t hree pa  ram e ters o f i nformational n orms: t he s et o f r ecipients, 
transmission principles, and attributes. Traditionally, the recipients of public 
rec ords include fellow residents or those with direct and specifi c interests in 
the information in question, such as fellow residents wanting to identify the 
own er of derelict property or sex off enders in nearby neighborhoods, report-
ers following a story, or realtors assessing property prices or wishing to con-
tact a property’s own er. On the Web, there are no interest- based or geography- 
based l imitations o f a ny k ind. A nyone w ith ac cess to t he W eb ha s e asy, 
instantaneous access to t hese rec ords. A shift  in recipients is related in obvi-
ous ways to a sh ift  in transmission principles but it is important not to con-
fuse or confl ate t he t wo. A lthough pu blic re c ords he ld i n c ourt houses or  
government buildings are publicly available, access to the buildings or to the 
rec ords t hemselves m ight b e c onditioned u pon i dentifi cation. Eve n i f one  
is not required to authenticate one’s identity (e.g., by presenting a driver’s li-
cense), the in- person transaction involves self- authenticating transmission of 
information such as appearance, voice, and accent. With records online, these 
no longer govern transmission.

Attributes
If rec ords are placed on the Web and accessible with no authorization require-
ments, the set of recipients may be radically altered but so are the access con-
ditions. The circumstances allow for stealthy access to par tic u lar rec ords and 
what might be called “fi shing e xpeditions” f acilitated by Web- based s earch 
mechanisms. Rec ords placed on the Web may easily be harvested en masse by 
institutional i nformation a ggregators t hat f acilitate g rand s weeps o f p ublic 
rec ords databases for inclusion in data ware houses. As a r esult, information 
drawn f rom t he v ast n etwork o f p ublic a nd c ourt r ec ords f eatures sig nifi -
cantly in the off erings of omnibus information providers, as shown in Chap-
ter 2. The fi nding in Chapter 3 that aggregation and analysis may y ield new 
types of information applies  here too. One particularly noteworthy instance is 
due to the drastic improvement these practices off er in the capacity to target 
par tic u lar individuals for investigation. Whereas public rec ords have a lways 
allowed for the discovery of information like the own er of a par tic u lar prop-
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erty or vehicle, or the names of people arrested on par tic u lar dates in par tic u-
lar places, online rec ords a llow in- depth targeting of par tic u lar individuals, 
with the possibility of short- circuiting much eff ort if one is willing to pay the 
fee charged by information providers for dossiers of interest. (This is akin to 
the reverse phone directory, which clearly is diff erent in functionality from the 
traditional d irectory, e ven t hough u nder s ome de scriptions o ne c an a rgue 
that there is no new information in it.)

Evaluation
At this point, according to the steps of the CI decision heuristic, utilities such 
as Street View and placement of public rec ords online constitute prima facie 
violations of contextual integrity. The question remains whether the changes 
they have eff ected are justifi able in moral and po liti cal terms. The evaluation 
requires assessing relevant claims and interests aff ected by placement of ma-
terials online, as well as its impacts on context relevant ends, purposes, and 
values. Critics of unregulated online access to public and court rec ords warn 
of t hreats o f ha rm to sub jects, suc h a s v ulnerability to ha rassment, d anger 
from abusive spouses, t hreats to j urors, a nd identity t heft . There i s a lso t he 
potential for less concrete but still serious harm to reputation and embarrass-
ment. A lthough t he interests of omnibus information providers and t hose 
who use them are well served by unrestricted online access to digitized, 
searchable public and court rec ords, these interests may also be served by ac-
cess that is restricted in various ways, though admittedly direct and indirect 
costs for such access might increase. For individual actors, the mixed oppor-
tunities and costs have been elaborated thoughtfully in a variety of works. In 
the case of Street View, individuals are concerned about embarrassment, loss 
of control over information about their activities and whereabouts, and pos-
sible harmful consequences such as ridicule or sanction. The benefi ts for pri-
vate users have less to do w ith acquiring information about identifi able indi-
viduals t han w ith v isualizing pa r tic u lar l ocales. F or ma ny, t his u tility i s a 
boon.

Just as there is no “one- size- fi ts- all” solution corresponding to broad classes 
of technology such as RFID, video surveillance, and telephony, the same holds 
for Web- based d issemination o f p ersonal i nformation. O nce a gain, c ontext 
matters. Context- based logic suggests we stop looking for a sweeping solution 
to all types of public rec ords but tailor policies to par tic u lar types of rec ords 
within the relevant contexts. In my view, there is no shortcut past painstaking 
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study of rec ords in relation to new fl ows enabled by network- based dissemina-
tion, in relation to background contexts served by them. In a case like the 1994 
Drivers Privacy Protection Act, restrictions  were placed on access to drivers’ 
rec ords that  were previously public. Accordingly, although state departments 
of motor vehicles are prohibited from no- holds- barred dissemination of per-
sonal information in motor vehicle rec ords, the act allows a number of excep-
tions, t he most salient being unconstrained access to i nformation t hat con-
tributes to the well functioning of roadways. This class generally includes any 
information pertaining to motor vehicle and driver safety, theft , per for mance 
monitoring o f v ehicles, em issions, i nformation n eeded to n otify o wn ers o f 
towed vehicles, and so on. Despite complaints that these exceptions leave gap-
ing h oles i n p rivacy p rotection, t he f ocus o n en ds, p urpose, a nd v alues i n 
the context of the public roadways is precisely the direction the CI heuristic 
prescribes.

The case of court rec ords has attracted much study and attention resulting 
in i nformative c ommentary a nd c lear- sighted su ggestions ( Center f or De -
mocracy and Technology 2002; Winn 2004, 2008; G omez- Velez 2005; Jones 
2006). As with other cases, although consideration of harms and benefi ts are 
important, t heir s ignifi cance m ust b e u nderstood i n l ight o f t he w ays t hat 
 entrenched a nd novel i nformation fl ows contribute to t he realization of t he 
ends, purposes, a nd values of t he justice system. Observers have noted t hat 
one key purpose served by open access to court rec ords is transparency in the 
operations o f t he j ustice s ystem, w hich i n t urn p romotes ac countability o f 
judges and other court personnel to c itizens, a ready entry point for citizens 
wishing to u nderstand how t he justice s ystem f unctions, a nd, i n general, a 
system that eff ectively metes out justice. Watchdog groups, including journal-
ists and public advocacy organizations, can take advantage of open access to 
court rec ords to mediate between citizens and the justice system, promoting 
similar ends of transparency, accessibility, accountability, and effi  cacy.

The issue, then, is whether the same balance of interests and values can be 
struck for court rec ords posted online and how to achieve it. One concern is 
that i f i nformation a bout jurors i s published online v ia s earch eng ines a nd 
traceable, with no audit trail, there might be greater reluctance on the part of 
citizens to s erve t his i mportant f unction. A nother i s t hat i ndividuals (e.g., 
abused spouses) who have been wronged would be reluctant to seek interven-
tion a nd redress t hrough t he courts for fear t hat online p osting of p ersonal 
information might prove risky. A third concern, similar to the previous, is that 
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individuals i n a r elatively w eak p osition m ight a gree to s ettle c ases r ather 
than pursue them in the courts for fear that information posted online, par-
ticularly i f taken out of a l ocal context, may be embarrassing or cause them 
harm. Concerns such as these i llustrate ways that harms and risks of harms 
could be assessed, not simply placed on a scale and weighed against the ben-
efi ts, but interpreted in light of their meaning or signifi cance for the context of 
the justice system. Crucial considerations weighing in favor of constraints on 
access include a decrease in willing jurors and a justice system that does not 
adequately serve those who need and deserve it and is depleted of potentially 
precedent- setting c ases a s ci tizens ch oose t o set tle d isputes o utside o f t he 
courts (Winn 2004, 2008 discusses some of these approaches). 

My i ntention  here ha s b een to demo nstrate t he l ine o f r easoning p re-
scribed by the CI heuristic to r esolve problems and puzzles specifi cally re-
lating to open, online access to public rec ords. Although the recommenda-
tion f or ac tual c ases i s l ikely to r equire fi ne- tuning b ased on  s pecifi c 
characteristics of those cases, the general conclusion suggested by the heu-
ristic is for constraints on access to be introduced either by obfuscating some 
of the information in the rec ords or by means of certain, limited access con-
trol or authorization mechanisms. In the case of Street View, I c an think of 
no ends and purposes likely to be negatively aff ected by de- identifying a ll 
images (as  required by Australian and Canadian law). By contrast, even the 
remotest cha nce o f a  ch illing eff ect o n b ehavior o therwise p ermitted o n 
public thoroughfares contravenes purposes and values of these open spaces. 
Together, t hese c onsiderations w eigh a gainst d isplaying a ny p ersonally 
identifi able images.

Social Networking Sites.    One of t he most intriguing cases is t hat of social 
networking si tes. T here i s a ten dency not to r ecognize a t l east t wo d istinct 
privacy issues facing participants in online social networking sites. As dis-
cussed in Chapter 3, the more widely publicized issue is the apparent abandon 
with which participants confi de their inner thoughts and post personal infor-
mation and photographs of themselves and others to their profi les. This leads 
many people, experts and non- experts alike, to a ssert categorically that “the 
youth of today” do not care about privacy. The second privacy issue, more 
insidious i f l ess b razen, c oncerns u nilateral p olicy s etting b y s ocial me dia 
companies (the own ers of social networking sites) for gathering, using, a nd 
the onward distribution of information, whether posted by users, by others 
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about users, or harvested in the pro cess of users’ interactions with the social 
networking site and other sites.

This i ssue r aises que stions i ntersecting w ith t hose d iscussed e arlier i n 
connection w ith c ontroversial practices by business e ntities o f monitoring, 
aggregating, a nalyzing, a nd di sseminating inf ormation a bout c lients, c us-
tomers, and users, online and off . The practices of social networking site op-
erators do n ot, however, fi t t idily into the three analytical categories framed 
in Part I but, generally, involve all three. Although there seems to be overall 
agreement that networking site operators harvest information from user pro-
fi les, the precise nature of these practices is not known, nor is it easy to glean 
such information from publicly available sources. Privacy policies provide a 
decent entry point, but a c areful reading of even Facebook’s privacy policy, 
which is one of the most clearly written I have encountered, is likely to leave 
one hard- pressed to map accurately and fully the fl ows of personal informa-
tion allowed by these policies. To off er just a few examples, although Facebook 
asserts a c ommitment to “ fair information practices,” its policies inform us 
that information (attributes) collected include what the individual explicitly 
enters, what Facebook is able to learn from monitoring their actions on Face-
book, p lus i nformation o n i ts u sers t hat F acebook ro utinely c ollects f rom 
third parties (not fully specifi ed). Identifi able profi les are not shared with third 
parties, but  a ccess t o u sers i s pr ovided t o t hird- party a dvertisers w ho m ay 
place cookies and harvest Internet Protocol addresses, and information about 
users is shared with business partners providing ser vices to Facebook. What 
does this mean for individual users? While expert readers of such policies 
might g rasp t he sub tleties, mos t o ther c areful r eaders w ould b e s truck b y 
these apparent contradictions and be left  to wonder what exactly Facebook’s 
practices are with respect to information about participants. To be sure, Face-
book is not unique in this regard, and indeed has demonstrated a de gree of 
public awareness of privacy concerns.

I will not repeat the full argument developed earlier in this chapter point-
ing out, for example, t hat business own ers who monitor, t rack, record, a nd 
sell personal information to others are frequently acting in violation of en-
trenched informational norms and in ways that cannot be justifi ed on general 
grounds. When Beacon, an advertising system developed by Facebook, sur-
faced in  November 2007 a nd users of Facebook began receiving news feeds 
about transactions in which their Facebook friends engaged with participat-
ing third- party merchants and ser vices, they  were experiencing the tip of the 
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 iceberg t hat comprises Facebook’s use policy for personal i nformation. T he 
indignant outcry that Beacon provoked clearly signaled that Beacon violated 
users’ expectations of acceptable behavior; it did not matter much to vehe-
ment c ritics i f B eacon w as o r w as n ot a llowable u nder F acebook’s p rivacy 
policies. Whether users cotton on to the other 90 p ercent of the information 
fl ows a system like Beacon needs to function, and realize that Beacon not only 
transmitted information to f riends but to t he profi le Facebook maintains on 
its users, is unclear. Users  were not mollifi ed by adjustments to Beacon that 
allowed easier opt- out; the feature is now entirely opt- in. It is possible, how-
ever, that the practice of harvesting, aggregating, mining, and selling infor-
mation by social networking site operators is easier to justify than those same 
activities practiced by other businesses. First, one could argue that there are 
no en trenched c ontext r elative i nformational n orms to v iolate b ecause t he 
context of social networking sites is new. Second, since online social network 
participants a re, t hemselves, p osting i nformation i n p ublic v iew, t hey a re 
clearly indicating no interest in constraining access to it. In my view, both 
claims are problematic. However, they suggest the need for a t heory of how 
social life operates on online social networking sites and how these sites me-
diate s ocial i nteractions, o r a t l east a c ore s et o f a ssumptions a nd i deas i n 
 order to a rticulate a c redible v ision of what privacy means in the context of 
social network sites. Although this is a fertile area of academic research with 
many scholars and social critics contending for leadership (Boyd and Ellison 
2007), there is as yet no full- blown theory that can be considered canonical 
(and certainly not in purview of this discussion to push further into this terri-
tory). However, an analysis of systems and practices driven by the CI frame-
work (and heuristic) must be grounded in substantive assumptions of suffi  -
cient richness to answer key questions. In what follows, therefore, I will fi ll in 
some of these in ways that are not too distractingly controversial.

To begin, I reject the idea that social networking sites defi ne a newly emer-
gent, sui generis social context with its own internal rules and, accordingly, 
deny the fi rst of the above two claims— that there are no entrenched norms 
with which we need to contend. What seems to make more sense is a concep-
tion of t hese si tes a s a me dium of i nteraction, t ransaction, i nformation e x-
change, communication, and much more, serving and extending the transac-
tional range of a diverse variety of social contexts. In a similar vein, one might 
conceive of the telephone system not as constituting a distinctive context, but 
as a medium for interactions occurring w ithin diverse distinctive contexts, 



224 The Framework of  Contextual Integrity

such as family, workplace, and medical. Although of course the medium of 
social networking sites, generally, and design characteristics (confi gurations) 
of specifi c sites shape the nature of interactions to some degree, these interac-
tions a re a lso g overned b y n orms o f r espective s ocial c ontexts a nd ac quire 
signifi cance from their occurrences within them. The same, of course, may be 
said about constraints imposed by material characteristics of a telephone con-
nection and other media. The contexts these sites serve are as variable as the 
available sites themselves, of which there are at least 350 (Sharma 2007), and 
some of t he variation i s l ikely to c orrelate w ith t he pa r tic u lar demog raphic 
that specifi c sites have historically served. For example, at one time MySpace 
characterized itself as “an online community that lets you meet your friends’ 
friends” (  http:// www .myspace .com) b ut n ow s erves p redominantly te ens, 
while Facebook originally served college students but now describes itself as 
“a social utility that connects you with the people around you” ( http:// www 
.facebook .com); a nd Bl ackplanet (  http:// www .blackplanet .com) a ims to l et 
the u ser “connect w ith A frican A mericans a round t he c ountry .” ( I sh ould 
clarify that contexts are not to be confl ated, for example, with interest or is-
sues groups; these are distinct or ga niz ing schemata. Interest and issue groups 
might exist within contexts, such as patients in a me dical context, or might 
cut across, such as consumers in both commercial and fi nancial contexts.) 
The explicit purposes expressed by sites that have garnered the most public 
attention are framed quite generally, while other sites frame their purposes 
quite specifi cally; for example, Linked In “brings together your professional 
network” ( http:// www .linkedin .com). Commentators have also observed 
that social networking sites may change over time, starting out as purely so-
cial si tes f or f riends a nd e volving i nto si tes f or p rofessional, w ork- related, 
sales, and marketing communications as well as po liti cal campaigning and 
activism.

Let us revisit some of the controversial privacy concerns I associated with 
social networking activities in Part I. These included third- party harvest-
ing of information included by users in their personal profi les (e.g., Rapleaf), 
opportunities for professional advancement foreclosed when comments and im-
ages posted to profi le p ages d ispleased d ecision- making offi  cials, personal 
 information a bout p eople p osted on  ot her p eople’s pro fi le pa ges ( such a s 
tagged photographs on a F lickr page), and ser vices such as Facebook’s News 
Feed and Beacon. Most justifi cations of these disputed practices seem to hinge 
on t he idea of a p rivacy r ight ba sed i n t he public/private d ichotomy: ei ther 
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something is private and off  limits or it is public and up for grabs. Although I 
have already devoted considerable space to debunking these claims, it is well 
to be reminded how long they have held sway. Quoting a court decision from 
1769: “ It i s c ertain e very ma n ha s a r ight to ke ep h is own s entiments, i f he 
pleases. He has certainly a right to judge whether he will make them public, or 
commit them only to the sight of his friends” (Yates in Millar v. Taylor, 1769, 
quoted in Warren and Brandeis 1890, 198n.2). Building on this, Warren and 
Brandeis famously argued in 1890 that it is a right of individuals to withhold 
(or part) with thoughts, sentiments, emotions, and expressive works, foregone 
“only when the author himself communicates his production to the public— in 
other words publishes it” (pp. 199– 200). Warren and Brandeis  were grappling 
with t he impacts of long- range photography a nd cheap newspapers; we can 
only wonder how their proposal might have diff ered had they reckoned with 
Facebook and Flickr.

Throughout t he b ook, I ha ve que stioned t he a ssumption t hat t here i s a 
useful pr ivate/public d ichotomy for  p ersonal i nformation. J ustice Jo seph 
Yates, i n 1769, o ff ered a mo re n uanced v iew, su ggesting, a t l east, t hat o ne 
withholds, makes public, or “commits” information “only to t he sight of his 
friends.” This nuance, I believe, accounts for some of the surprise and indig-
nation these controversial activities stir and can be captured within the ana-
lytical framework of contextual integrity. Since none of the empirical work of 
which I am aware investigates the questions quite in the way it is needed, for 
now, I p ut f orward t his h ypothesis.  Were w e to i nvestigate c ases i n w hich 
people have experienced nasty surprises of discovery, we would fi nd that they 
have understood themselves to be operating in one context and governed by 
the norms of that context, only to fi nd that others have taken them to be oper-
ating in a d iff erent one. In other words, the nasty surprises are evidence of a 
clash of contexts: participants who consider themselves acting in one capacity 
in one context are treated as if they are acting in another capacity in a diff er-
ent context. As a r esult, subjects experience a pa r tic u lar transmission of in-
formation a s a t ransgression o f c ontext- relative i nformational n orms t hat 
may be considered in perfect compliance with the informational norms of a 
diff erent c ontext. For  e xample, w hen j ob appl icants or  e mployees h ave s uf-
fered setbacks because lewd, irresponsible, or disrespectful materials posted 
by their f riends  were seen by recruiters and bosses, they may believe norms 
have been violated because recruiters and bosses have not respected trans-
mission p rinciples b y s canning ma terials i ntended f or f riends a nd b ecause 
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inappropriate i nformation (information of t he w rong t ype) ha s b een i ntro-
duced into the workplace contexts.

Some users experience an unpleasant jolt upon learning of ser vices such as 
Rapleaf and Upscoop, which generate profi les by harvesting and aggregating 
information from social network sites, including name, age, college attended, 
and po liti cal affi  liations. Customers of these ser vices can access more than 
50 million profi les by submitting targets’ e-mail addresses (Olsen 2007). I 
suspect that the source of the jolt  here, too, is fi nding that information one 
has sha red w ith a s ocial c ircle o f c ertain t ypes a nd a t o ne’s d iscretion ha s 
fl owed to other recipients without either consent or knowledge, lacking these 
general principles t ypical of s ocial c ontexts, c ausing a n u nderstanding t hat 
these r ecipients a re t ransmitting t his i nformation o nward u nder w hat ever 
terms they (and not you) determine; for example, sale or barter. When friends 
and acquaintances post information about us on their profi les, the violation 
may be characterized as a breach of confi dentiality. Si milarly, p eople h ave 
shared information or attended a party, a ballgame, or a po liti cal rally expect-
ing i nformation to fl ow i n one w ay only to d iscover i t ha s fl owed i n u nex-
pected ways.

Indignation directed at Facebook over ser vices like News Feed and Beacon 
can a lso be explained in terms of prima facie v iolations of contextual integ-
rity; but not, this time, in terms of a confl ation of multiple contexts and their 
respective norms. Instead they represent a failure to grasp some of the subtle 
ways people share and withhold certain types of information in the complex 
web o f t heir r elationships. C ommenting o n t he c ontroversy su rrounding 
News Feed, danah boyd, a researcher on youth and social networks, wrote,

While Facebook assumes that all Friends are friends, participants have var-
ied reasons for maintaining Friendship t ies on the site that have nothing to 
do with daily upkeep. For example, some users treat the Friends list as an ad-
dressbook. They may not wish to keep in contact with the girl that they know 
from freshman psych, but having that connection may come in handy down 
the ro ad. Yet, t here i s a d iff erence b etween t he e ver- growing add ressbook 
and the list of people that individuals pay attention to on a daily basis. (Boyd 
2006)

The News Feed a nd B eacon utilities  were si mply i nsensitive to t he d iff erent 
ways that relationships defi ne fl ows of information of diff erent types, and, in 
turn, the ways they are defi ned by them.
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My goal i n t his chapter ha s been to demo nstrate how t he f ramework of 
contextual integrity, applied to c ontroversial cases such as those introduced 
in Part I, c an shed light and systematically account for puzzling fi ndings. In 
the case of social networking sites, what others have seen as evidence that 
people (particularly “today’s youth”) do not care about privacy, or are simply 
illogical in their expectations, is altered by the CI heuristic, which reveals that 
if researchers and commentators would only acknowledge and pay attention 
to the complex norms that govern the fl ow of information in the social, pro-
fessional, e thnic, a ge- cohort contexts i n which social network si tes a re em-
bedded, they would discover that participants are anything but illogical (there 
are exceptions, of course) and anything but indiff erent to privacy (exceptions 
to t his, to o). Users, b elieving t hat t he fl ow o f i nformation a bout t hem a nd 
 others posted to t heir sites (in their profi les) is governed by certain context- 
relative i nformation n orms, a re r ightly su rprised a nd i ndignant, w hen, f or 
what ever reasons, other actors have diverted these fl ows in unexpected ways 
that breach informational norms. These diversions challenge understandings 
of the nature of the context as well as the nature of relationships that online 
social n etworks emb ody a nd f oster. I f t hese obs ervations a re g ranted, t he 
question they stir is: so what? In terms of the CI decision heuristic, having 
demonstrated t hat s ome o f t he p ractices p erformed i n s ocial n etwork si tes 
that are considered controversial constitute prima facie violations of contex-
tual integrity, can we further demonstrate that they are morally problematic? 
Is it, in other words, morally problematic to fi re the employee, announce con-
sumer purchases to friends, aggregate and disseminate profi le information, or 
even s omething s eemingly m ild, suc h a s e xtending memb ership of a s ocial 
network si te f rom c ollege s tudents to v irtually a ll t he w orld? I n t hese i n-
stances should entrenched norms g ive way to n ovel practices, or v ice versa, 
and should it hold for all or only certain of such cases? One may say that it is, 
aft er all, the nature of the technology to make this information readily avail-
able; eventually, we must accept these as natural consequences. Online social 
network pa rticipants who do n ot adjust, who a re continually su rprised a nd 
remain indignant, are simply naïve and foolish.

The evaluative step required by the augmented CI heuristic, supported by 
the prescriptive component of the framework, is to compare entrenched and 
novel fl ows in terms of values, ends, and purposes of respective contexts. Per-
forming this comparison means asking whether novel fl ows of information to 
and a mong f riends, families, a nd others t hreaten t he quality of basic social 
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ties, of family, friendship, and acquaintance; entrenched norms, aft er all, have 
evolved over t ime to su pport and defi ne these relationships in all their rich-
ness and variability. What of trust, what of the subtle exchanges that are part 
and parcel of getting to know someone when what matters are not simply the 
facts but the pro cesses of learning them from friends and family and the pro-
cesses of sharing them with these others? In social contexts of friendships and 
family, t here i s a mo rally relevant d iff erence between k nowing i nformation 
is available with some eff ort, having it spec ifi cally sha red w ith you by your 
friend, a nd having i t s croll u navoidably ac ross your s creen. B onds of t rust, 
crucial to t he myriad other duties and obligations of kinship and friendship, 
are one of many values supported by norms of information fl ow. Understand-
ing the ways that norms of information fl ows relate to values, ends, and pur-
poses of s ocial c ontexts i s c rucial to j udgments of w hether novel fl ows are 
acceptable, and if not, constitute reasons for resisting change and weighing in 
favor of entrenched norms. The practice of harvesting information from so-
cial networking sites by third- party aggregators as well as by social network-
ing site operators, job recruiters, and employers is morally troubling because 
it threatens to disrupt the delicate web of relationships that constitute the con-
text of social life, injecting into workplace and business contexts information 
of the wrong type, under inappropriate transmission principles. These com-
ments a re mer ely su ggestive o f t he d irections a n a rgument w ould n eed to 
take; for subs tantive c onclusions to b e d rawn, one would need to el aborate 
and demonstrate key dependencies.

Facebook, which has confronted protests in reaction to numerous of its 
innovations has, on many of these occasions, responded by granting— what it 
claims to be— greater and fi ner- grain control by users over access to informa-
tion in their profi les. W hile t his add resses some of t he privacy concerns, i t 
does not address others because, as I have argued repeatedly throughout the 
book but most explicitly in Chapter 7, control is merely one (albeit an impor-
tant one) transmission principle among many. I am holding out hope that so-
cial networks w ill b ecome s ensitized to t he nuances t hat t he f ramework o f 
contextual integrity can model through its norms characterized by multiple 
pa ram e ters. Seeing opportunity in users’ dissatisfaction with the overly blunt 
responses by dominant social networking sites, new operators are beginning 
to off er more sophisticated models of engagement in an attempt to assuage 
users’ concerns. Moli, for example, recognizing t hat social networking sites 
serve a s a me dium su itable f or m ultiple c ontexts, off ers u sers m ultiple 
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 networking profi les, t hereby a llowing t hem to p resent appropriate f acets of 
themselves to o thers, understood as assuming a v ariety of roles in t hese re-
spective contexts.

Finally, a word on what is oft en s een a s a ten sion b etween en trenched 
 social structures and practices and the forward- pulling forces of technology 
as it manifests in social networking sites. There is a view that recommends 
letting go of anachronistic sensibilities, asserting that those participating in 
novel environments constructed from digital information networks are lead-
ing t he w ay to n ew s ocial f orms a nd embracing n ew n orms. Taking a l ead 
from the aff ordances of technology, they are constructing new modes of inter-
action, and unfazed by conservative worries they are content to engage in the 
full range of social relations out in the open. In support of this view that social 
and normative change is following technological imperatives, t hey may c ite 
Facebook’s News Feed, pointing out that initial objections have subsided sig-
nifi cantly, revealing that they  were objections more to the unfamiliar than to 
anything substantive. Generalizing from this case, experience will show that 
people will adapt, and have adapted.

Making predictions about the future of technology is notoriously risky, yet 
the temptation, in this instance, is too great to resist. It is not impossible that 
people, generally, will make some adjustments in their practices of dissemi-
nating personal information as a consequence of design imperatives of online 
social networking sites and their interest in participating in these sites. My bet 
on the future, however, is that these adjustments will not be radical and they 
will be tempered by explicit and implicit respect for those entrenched context- 
relative informational norms that have been fi nely calibrated to support goals, 
purposes, and values of the contexts of social life and kinship, such as trust, 
accommodation, unconditional regard, and loyalty. I p redict, therefore, that 
participants will react to emergent confl icts between these two commitments 
neither b y e schewing s ocial n etwork si tes n or b y t hrowing c aution to t he 
wind. Instead, they will forge two paths around them. One is to seek out alter-
native online social networking initiatives, such as Moji, that are more sensi-
tive to the informational norms of what ever contexts these network sites hap-
pen to b e s erving. A nother i s to ad just t heir o wn pa tterns o f sha ring a nd 
revelation to t he constraints and aff ordances of design characteristics aff ect-
ing information fl ows. Aft er a period of observing and learning from our own 
and others’ experiences a nd i ndiscretions, l iving t hrough feedback loops of 
actions and their implications, frustrated by the smoke and mirrors of privacy 
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policies and opacity in design confi gurations and site operators behind- the- 
scenes of business practice, participants will  fi nd wor karounds t hat m imic 
the constraints of i nformational norms t hey s eek. Even i f not emb odied i n 
explicit rules or designed- in features, users will impose discipline on them-
selves by not pursuing all possible relationships under the conditions of ex-
posure set by respective sites. They will selectively opt for those forms of en-
gagement t hat a re su itable to t he g iven c ontext. C aution w ill r esult i n l ess 
self-revelatory, more ste reo typical displays in the vein of personal advertise-
ments, less genuinely communicative. These displays might be compelling as 
public p er for mances, le ss t he s tuff  o f genuine p ersonal enga gement. People 
will not embrace willy- nilly principles of information fl ow chosen by site design-
ers and operators. Instead, i f we must, we will adjust the terms of engagement 
with and through these sites until they appropriately match these principles.
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Conclusion

WE HAVE A RIGHT TO PRIVACY, BUT IT IS NEITHER A RIGHT TO 

control personal information nor a r ight to have access to t his 
information restricted. Instead, it is a right to l ive in a world in which our ex-
pectations about the fl ow of personal information are, for the most part, met; 
expectations that are shaped not only by force of habit and convention but a 
general confi dence in the mutual support these fl ows accord to key or ga niz ing 
principles of social life, including moral and po liti cal ones. This is the right I 
have called contextual integrity, achieved through the harmonious balance of 
social rules, or norms, with both local and general values, ends, and purposes.

This is never a static harmony, however, because over time, conditions change 
and c ontexts a nd norms e volve a long w ith t hem. But momentous changes— 
war, revolution, famine— may cause asynchronicities between present practices 
newly jarred by such discontinuities and expectations that have been evolving 
incrementally and not kept apace. We are living through one such discontinuity, 
neither as cataclysmic nor as stark as war and famine, but disruptive neverthe-
less. The rapid adoption and infi ltration of digital information technologies and 
technology- based systems and practices into v irtually a ll aspects of l ife, to m y 
mind, have resulted in a schism, many schisms, between experience and expec-
tation. Where a schism has resulted from radical change in the fl ows of personal 
information, it is experienced and protested as a violation of privacy.

Accepting privacy as a moral and po liti cal right, the framework of contex-
tual integrity is a model of the structure of people’s expectations in relation to 
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the fl ows o f i nformation i n s ociety. I t b uilds o n t he subs tantive t hesis t hat 
more- or- less c oherent, d istinctive s ystems o f n orms, w hich shap e t he c on-
tours of our expectations, evolve within the distinctive contexts that make up 
the social. These distinctive systems of what I have called context- relative in-
formational norms, governing fl ows of personal information, are fi nely tuned 
to the internal purposes of contexts and also to some degree responsive to 
fundamental human rights and values. In general, informational norms pre-
scribe the principles under which personal information of certain kinds fl ow 
from one point, a s ender acting in a c ertain capacity, to a nother, a r ecipient 
acting in a certain capacity.

In t his book I ha ve sought to el aborate a r ationale for t he f ramework of 
contextual i ntegrity b y d rawing a ttention to d iscontinuities g enerated b y 
technology- based s ystems a nd p ractices a nd gaps l eft  by  pre dominant a p-
proaches to p rivacy in their attempts to a rticulate a j ustifi catory framework 
for adjudicating some of these discontinuities. The framework of contextual 
integrity rejects the private/public d ichotomy as a s ound basis for a r ight to 
privacy and along with it the attempt to defi ne a category of sensitive informa-
tion deserving special consideration. It i s t ime for us to l ay t hese t wo ideas 
to rest.

Beyond the rationale, my hope has been to articulate the structure of con-
texts and informational norms, two of the key constructs, and to demonstrate 
how t he f ramework can be used to ac count for many systems and practices 
experienced as per sis tent ly threatening to p rivacy. What I ha ve identifi ed as 
the descriptive use or function of the framework can account for and predict 
when p eople e xperience s ystems o r p ractices a s p rivacy v iolations. Bu t t he 
framework also has a normative or prescriptive dimension. Although there is 
a presumption in favor of entrenched norms, the framework allows that novel 
fl ows of information might t rump entrenched fl ows when t hese novel fl ows 
are more eff ective in promoting general and context- relative values, ends, and 
purposes.

What I hope I have accomplished with this book is to lay the foundations 
for contextual integrity, raise and fi ll out some of its structure, and show the 
promise o f i ts e xplanatory a nd p rescriptive f unctional c apacities. E ven a t 
these early stages of construction, there is clear guidance from the framework 
on a n umber of long- standing, i mportant i ssues t hat have preoccupied pri-
vacy scholars and advocates. In what follows I briefl y point these out as well as 
identify directions suggested by the framework of contextual integrity. I a lso 
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highlight areas of the structure that need to be fi nished, as well as work that 
needs to be done to fl esh out key areas of application.

Contextual Integrity and the Reasonable 
Expectation of Privacy

It sh ould b e c lear t hat t he do ctrine o f “ reasonable e xpectation o f p rivacy,” 
which ha s u sefully s erved to ad judicate privacy d isputes i n c ountless c ourt 
cases and policy- making settings, is conceptually closely allied to contextual 
integrity. As w ith other “reasonable person” doctrines, it has a b uilt- in but 
not i mmediately ob vious n ormative r equirement b ecause i t c alls o n j udges 
and other decision makers to determine, factually, not only that there is an 
expectation but t hat i t i s a r easonable one. Because we do n ot i magine t hat 
judges and decision makers will quickly conduct large- scale surveys or obser-
vations to determine what is reasonable in each par tic u lar case or decision 
before them, we assume they apply wisdom and discretion to defi ne what is 
reasonable. Although I have not conducted a s ystematic evaluation of all ac-
tual applications of the “reasonable expectation” to privacy cases, nor am I an 
expert in legal theory, I will put forward a suggestion— reasonable, I hope— of 
what judges might be striving for and how the framework of contextual integ-
rity is able to help them in this endeavor.

A judge may establish that an expectation in relation to a c ertain activity 
or practice is reasonable by pointing out that the activity in question is com-
monplace. Thus, a plaintiff  should not be surprised that a defendant acted in a 
certain way because such actions are common and the plaintiff  had no right to 
expect otherwise. In the case discussed in Chapter 8 regarding the use of ther-
mal imaging (Kyllo v. United States 2001), since the practice had not entered 
the common experience (in comparison to overhead fl ights, which have), the 
plaintiff ’s expectation was judged reasonable. In terms of contextual integrity, 
the use of thermal imaging to detect heat patterns within a private residence 
violates i nformational n orms i n a t l east t wo w ays: b y a ltering t he t ype o f 
 information t hat fl ows to l aw enforcement offi  cers and v ia t he t ransmission 
principle t hat g overns t he fl ow o f i nformation to l aw en forcement offi  cers. 
The suggestive correspondence i llustrated in the case of thermal imaging is 
that actions and practices seen to v iolate a reasonable expectation of privacy 
correspond to those judged to be violations of context- relative informational 
norms. Readers ought not to b e surprised by this fi nding even though I a m 



leaving out several steps and caveats in order to jump to the next point, which 
is how the framework of contextual integrity may help to inform and sharpen 
the bases for determining reasonable expectations of privacy.

To say that an expectation of privacy is reasonable if the practice in ques-
tion is commonplace, of course, is to hide at least two of the determinations, 
requiring wisdom and discretion, that judges (or other decision makers) must 
make. One is normative, for surely no matter how common certain actions or 
practices are, one should be able to depend on judges not to blindly sanction 
them i f t hey a re mo rally o r l egally que stionable. I w ill n ot s ay much mo re 
about this point although it could easily lead to a l engthy discussion. It is on 
the second of the two that I w ish to focus: judges must make the determina-
tion that the actions or practices in question are analogous or similar enough 
to previous actions or practices for these pre de ces sors to inform their assess-
ments of reasonable expectation. There is nothing profoundly diff erent  here 
from the type of reasoning inherent in the practice of law, such as arguing 
that a prior decision should count as a pre ce dent for a case in question.

To determine that an action under consideration violated a p erson’s rea-
sonable e xpectation o f p rivacy, a j udge m ust b e s atisfi ed th at the a ction i s 
similar enough to, or of the same type as, or analogous to, other actions that 
society deems a v iolation of privacy. Invoking terminology from the frame-
work of contextual integrity, the judge determines that an action in question 
violates standing informational norms, or that the action in question is of the 
same type as actions deemed to violate standing informational norms. In for-
mulating the reasonable expectation requirement in his concurring opinion 
in Katz v. United States, Justice Harlan argued that a phone call, even though 
conducted in a telephone booth, was similar enough to phone calls conducted 
in private residences to be governed— in terms of contextual integrity— by the 
same informational norms. In my view it is not philosophically obvious even 
in cases like this, which most people accept as clear and obvious, when such 
generalizing inferences are (and are not) sound. Although the framework of 
contextual i ntegrity do es n ot p rovide a n e asy f ormula to t ransform p hilo-
sophically dema nding que stions i nto s traightforwardly si mple ones, i t does 
off er a p otentially signifi cant resource for a nswering t hem a nd, at t he same 
time, for avoiding missteps.

Of par tic u lar relevance to the central aims of this book are cases in which 
technical system a re employed i n a ma nner people fi nd d isturbing, such a s 
closed- circuit tel e vi sion ( CCTV) i ntroduced i nto p ublic spac es, t he u se o f 
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thermal imaging to de tect heat patterns emanating from residences, mining 
of large aggregated databases, and radio frequency identifi cation (RFID) tags 
installed in consumer items. When the U.S. Supreme Court deemed the use of 
thermal imaging an unreasonable search, one might wonder at what point a 
court will fi nd that uses of thermal imaging have become common enough to 
make Kyllo’s expectation unreasonable, comparing this to t he case in which 
the marijuana grower was not protected from a search of his courtyard con-
ducted by a surveillance airplane (Florida v. Riley, 1989). For thermal imaging, 
one can imagine a standard progression of development where the technology 
is improved, production costs decrease, and (possibly) it enters the consumer 
market embedded in numerous handy devices. In this scenario, a judge might 
fi nd a similar case does not have the same understanding of reasonable expec-
tation as Kyllo.

The f ramework o f c ontextual i ntegrity, h owever, w ould c aution against 
drawing this conclusion. What matters is not merely that a par tic u lar techni-
cal device or system is not overly unusual, but that its use in a par tic u lar con-
text, in a par tic u lar way is not overly unusual. One cannot generalize from the 
observation t hat certain i nstallations i n certain contexts a re commonplace, 
accepted, a nd supported to t he conclusion t hat a ll i nstallations i rrespective 
of contexts will not violate expectations of privacy. A judge deciding whether 
a par tic u lar use of thermal imaging, CCTV, or facial recognition soft ware vi-
olates expectations of privacy should not merely assess how common the 
technologies and how familiar people are with them, but how common and 
how familiar they are in context, and if this is known, whether the par tic u lar 
application in question violates or conforms to relevant context- relative infor-
mational norms. This conclusion follows directly from discussions earlier in the 
book that caution against applying moral categories to categories of technology, 
whether they are caller ID, RFID, data aggregation, or mining.  Depending on 
the co- constitutive systems in which they are embedded, and the in- context 
fl ows they enable, they may be sinister or a force for good.

Incorporating key steps f rom the contextual integrity (CI) decision heu-
ristic promises an approach to assessing reasonable expectations of privacy 
that may be less arbitrary. Judges (and other decision makers) will still need to 
draw on discretion and wisdom, but contextual integrity suggests where they 
should be looking for relevant norms, which similar cases constitute reason-
able analogies and which do not. Clearly, it would be of great benefi t for pur-
poses of practical application to s ee t hese ideas de veloped i n g reater de tail, 



particularly by reinterpreting more of the well- known cases in which estab-
lishing a reasonable privacy expectation was decisive in the outcome of a case.

Contextual Integrity, Privacy Law, and Regulation

The framework of contextual integrity is a justifi catory framework for estab-
lishing whether socio- technical devices, systems, and practices aff ecting the 
fl ow of personal information in society are morally and po liti cally legitimate. 
Although, as such, it is neither a theory of a legal right to privacy nor a defi ni-
tion of a legal concept of privacy, it can serve as a foundation for law and regu-
lation b y p roviding a s tandard a gainst w hich l egislation ( existing o r p ro-
posed) and detailed rules are tested. Contextual integrity, in my view, could 
serve well as a necessary condition for law and regulation, even if not as a suf-
fi cient condition. There seems to be no inherent problem with context- specifi c 
legal regulation, which we m ight t hink of a s blocked e xchanges i n M ichael 
Walzer’s (1984) terms (i.e., distribution principles of one sphere being prohib-
ited in others in order to prohibit or limit tyrannies of one group over others). 
In our own society we experience such safeguards in laws that prohibit mon-
etary e xchanges f or c ertain t ypes o f g oods (e.g., v otes, ba bies, o rgans, a nd 
sex), those invalidating kinship as a basis for handing down po liti cal offi  ce, 
and those rejecting po liti cal offi  ce as a s ound basis for favorable decisions 
in court. And, as we have seen, we already have laws aimed at constraining 
 information fl ows of specifi c types in specifi c contexts, such as the Video Pri-
vacy Protection Act a nd t he Drivers Privacy Protection Act. T here a re a lso 
more far- reaching cases, such as the privacy rules emanating from U.S. laws 
like the Health Insurance Portability and Accountability Act and the Gramm- 
Leach- Bliley A ct, w hich p rescribe a r emarkable fi delity to i nformational 
norms that one might expect for respective contexts.

Of course, many informational norms are unsuitable for expression and 
enforcement in law or public policy, and in liberal democracies, certain con-
texts, such a s f riendship, courtship, k inship, ma rriage, a nd religion, a s r ich 
and important as they are, tend for the most part to be generally off - limits to 
regulation by law and public policy. Whether and when moral and po liti cal 
norms warrant protection t hrough law a nd public regulation (and t he con-
verse, when law and public policy are grounded in morality) are general ques-
tions that are probably as old as law itself and defi nitive of long- standing tra-
ditions i n t he p hilosophy o f l aw. To add ress t hese c oncerns  here i s n either 
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possible nor  d irectly re levant. I n c onsidering, specifi cally, conditions under 
which informational norms may warrant explicit expression and enforcement 
through law and public policy, I would suggest those in which violations are 
widespread and systematic, when the parties involved perpetrating the viola-
tions are overwhelmingly more powerful or wealthy and moved by pure self- 
interest. In such situations, the violations take on public signifi cance and call 
for public response.

There are, as we know, other ways to codify and enforce norms, including 
informational norms, whether in the contexts of friendship, education, pro-
fessional relationships, or religious communities, such as through the codes 
and sanctions of professional societies and the bylaws of religious organiza-
tions a nd clubs. A nother approach is in specifying design characteristics of 
the technical systems that mediate fl ows of personal information. Indeed, this 
was the very starting place for this book: that many technical systems contrib-
uting to ke y i nfrastructures of society a nd its contexts r un roughshod over 
entrenched i nformational n orms t hat, i n t urn, su pport t he f undamental 
values, ends, a nd purposes of t hese c ontexts. System de signers, a s much a s 
judges, legislators, and public interest advocates, have an important role in 
seeking to emb ody appropriate norms in technical design. The eff ort to e x-
press contextual integrity in formal terms is a fi rst step toward implementing 
informational norms in soft ware systems (Barth et al. 2006).

Omnibus Versus Sectoral Approaches 
to Regulating Privacy

In comparative studies of U.S. privacy law a nd regulation w ith other coun-
tries, particularly those belonging to t he Eu ro pe an  Union (EU), one key dif-
ference that seems generally accepted is that the U.S. approach is “sectoral,” 
while the EU’s is an “omnibus” approach. Advocates of privacy tend to prefer 
the omnibus approach because it i s seen as recognizing privacy as a f unda-
mental human r ight not l ightly t raded off  against other moral a nd po liti cal 
rights and, in par tic u lar, not treated as a preference that may be bought and 
sold according to norms governing competitive free markets. Because recog-
nition of this fundamental right, sometimes even expressed in national con-
stitutions, is taken to b e the common starting place for a ll privacy law and 
regulation, t his approach is  called omnibus, su ggesting t hat a n overarching 
commitment to p rivacy g uides a ll de tailed l egislation a nd r ule ma king 



 (Rotenberg 1998; S chwartz 1999, 1632; Byg rave 2002). T he U.S. app roach to 
informational privacy law, by contrast, is described as sectoral because there 
is no explicit right to privacy expressed in the Constitution and legislation has 
tended to develop somewhat in de pen dently sector by sector. Thus, di stinct 
bodies of law are created for distinctive zones, including health care, fi nance, 
commerce, communications, and law enforcement.

The framework of contextual integrity suggests that the U.S. approach to 
privacy l egislation, g enerally d isfavored b y p rivacy adv ocates, ma y b e t he 
more promising one as, at its best, it embodies informational norms relevant 
to specifi c sectors, or contexts, in the law. For a credible commitment to pri-
vacy, t his g eneral app roach w ould n eed j ust o ne “ omnibus” p rinciple: t he 
right to c ontextual i ntegrity f rom w hich t he app ropriate c ontext- relative 
rights would be derived on a sector- by- sector basis. Such an approach would 
also be spared the task— impossible, we have seen— of attempting to provide a 
universally applicable defi nition of sensitive information, a d istinct subset of 
the general class of personal information (i.e., personally identifying infor-
mation). Instead, the sectoral approach, informed by the framework of contex-
tual integrity, would need to defi ne constraints on a ll pa ram e ters of context- 
relative informational norms, which, of course, includes information types.

Directions for Future Work

There are many ways the framework and decision heuristic of contextual in-
tegrity can be extended and developed. Although they shed light on existing 
puzzles, p aradoxes, a nd c onfl icts, a nd p rovide g uidance o n c ountless c hal-
lenges posed by technology- based systems and practices, they also raise new 
and d iff erent que stions t hat n eed a nswering a nd de tails t hat n eed to b e 
worked out. In the following sections I l ist a few that I have encountered as I 
developed the idea of contextual integrity and wished I w ould have had t he 
time a nd, more i mportantly, t he k nowledge a nd e xpertise to add ress. I a m 
convinced that the framework would be strengthened, broadened, and made 
more versatile by attention to them.

Conf licts All the Way Down

As we have seen, the layer of the social— social contexts— brings to the frame-
work of contextual integrity a richer conceptual toolkit with which to analyze 
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values confl icts that inevitably confront all approaches to privacy set within a 
generally p luralistic f ramework. P rivacy adv ocates ha ve w orried t hat w hen 
privacy collides with other values, more oft en than not, it is the casualty. By 
specifying relevant conditions on information fl ow (e.g., fl ow r estricted b y 
certain transmission principles, in these contexts, regarding those attributes, 
and in relation to those actors), the structure of context- relative informational 
norms may reveal that what at  fi rst appears as a c onfl ict turns out not to b e 
one on further analysis. This is because respecting privacy is not merely re-
stricting access to i nformation but appropriate fl ow a nd, ideally, one would 
expect the informational norms within a given context to evolve in ways that 
inherently promote and support important values of the context.

Having neutralized confl icts within contexts, however, does not mean that 
confl icts have been vanquished everywhere. Indeed, they may surface at a dif-
ferent layer of the analysis, between or among contexts themselves. This pos-
sibility was noted in Chapter 7 when I allowed that as people negotiate in and 
around the many contexts of social life, there are times when they face simul-
taneous but d iff erent demands f rom these many contexts. The i llustration I 
off ered was t he d ilemma faced by a n employer when h is nephew i s not t he 
best job app licant, or t he person who is both f riend a nd physician deciding 
whether to assume a paternalistic sternness in chiding her patient and friend 
over l ifestyle choices. Potential confl icts of this kind in relation to informa-
tion fl ows can easily arise in collisions between library and law enforcement 
contexts, between healthcare and commercial contexts, and between health-
care and kinship contexts. I can think of no other way to deal with these ex-
cept case- by- case, optimistic that some of these confl icts will be neutralized 
within the warring contexts themselves, a challenge for the future.

Fleshing Out Contexts, Norms, and Values

In cases discussed throughout the book, the CI decision heuristic was eff ec-
tive at honing in on signifi cant alterations in the fl ow of information not read-
ily apparent to alternative framings; for example, those due to deployment of 
CCTV in certain circumstances and those brought about by the harvesting, 
aggregating, and mining of information from online public rec ords. The step 
beyond r ecognizing c hange, i n w hich a lternative fl ows a re e valuated a nd 
compared with one another in terms of values, ends, and purposes, is gener-
ally more demanding. As illustrated in the case of aggregation and profi ling 



of individual consumers, it may require expert and non- obvious knowledge of 
a context, such as, in this instance, the relevant case studies and factors infl u-
encing consumer behavior and trust. Even when deep expertise is not neces-
sary, evaluations stand to b enefi t f rom a n appreciation of  t he h istorical or i-
gins of entrenched informational norms. To grasp, fully, important causal 
relationships, an analysis calls for detailed, grounded knowledge of a context 
in que stion, i ncluding a ll r elevant c onstitutive el ements ( as d iscussed i n 
Chapter 7).

What I have off ered  here are mere sketches and fragments of what might 
be considered an ideal, fl eshed out analysis. Given the wave aft er wave of im-
portant a nd c ontroversial que stions b efore u s, t here i s n eed f or en ergetic 
study of key contexts of social l ife i n t hese ways. For some a reas t hat have 
already been well studied, such as health care, law enforcement, the judicial 
system, and demo cratic politics, we have a rich store of knowledge that can be 
invoked to establish the requirements of contextual integrity. For others, say 
friendship and kinship, we can draw on direct personal experience as well as 
the equally r ich, astutely observed insights of novels, movies, and poems to 
draw c onnections b etween i nformation fl ows a nd i nternal v alues a nd p ur-
poses. In many cases, sound laws and rules are exemplary in capturing these 
connections.

Cross- Cutting Concepts

Throughout the book, analysis, for the most part, has been conceptually or ga-
nized around contexts. Contexts have served as the or ga niz ing principle for 
considering clusters of informational norms—context- relative informational 
norms— constraining information fl ows in various ways. It is possible to fol-
low other or ga niz ing principles in systematically investigating contexts and 
their informational norms. In Chapter 9, f or example, I b riefl y embarked in 
this direction by considering concepts that cut across contexts, such as spheres 
of t rust a nd Z immer’s spheres o f mobility (2007). Upon b eing identifi ed as 
spheres of t rust, certain patterns of i nformation fl ow m ight follow for such 
contexts as friendship, family (or kinship), and possibly others.

Spheres o f t rust m ight b e t hose w ith r elatively fl at p ower h ierarchies, 
where actors typically share certain types of information with one another 
on a voluntary basis only. In contexts such as these, the parent chooses not to 
read the child’s journal, even though he knows where the journal is kept, as 
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this would not only violate a p rinciple of transmission but would undermine 
the bonds of trust. In contexts characterized as spheres of trust, trust serves 
as the basis of interaction and the fulfi llment of mutual obligations, in contrast 
to contractual or legal obligations that characterize employment or fi nancial 
contexts. A defi ning aspect of what Zimmer has called spheres of mobility is 
that the autonomy of information subjects is paramount. In the case of intel-
lectual inquiry, for example, individuals should not have to account to others 
for the choices they make, and should be free to pursue their interests. Certain 
confi gurations of informational norms are believed ideal to sustain this pos-
sibility. Voting in demo cratic elections might be another sphere of mobility; 
while driving on the public roadways might once have been conceived as one, 
it is increasingly constrained in various ways for a variety of reasons.

There are other regularities that might usefully be studied across spheres, 
as opposed to within. Certain transmission principles might be studied as they 
manifest in diff erent contexts, such as consent and control. Given the promi-
nence of control in so many defi nitions of privacy, it would be worthwhile to 
study the confi gurations of contexts, conditions, and norms under which con-
trol is the prescribed transmission principle. It might also be worthwhile to 
mark for sp ecial a ttention t hose c hallenges to t he s tatus quo t hat i nvolve a 
relaxation of constraints on information fl ow; that is, alterations in fl ows that 
result in more information being released, to g reater numbers of recipients, 
under fewer or more lenient conditions, and potentially detrimental to infor-
mation subjects. Although the premise of the framework of contextual integ-
rity is that presumption favors entrenched norms in the face of all challenges, 
perhaps we will fi nd it useful to devise a cross- cutting mea sure of “more and 
less” information, “greater and fewer” numbers of recipients, “stricter or more 
lenient” co nstraints, a nd “ benefi cial o r ha rmful” to i nformation sub jects. 
And, if we do, it might turn out that some function of these factors models an 
important dimension of the concept of privacy.

Moral Mathematics: The  Whole Is More than 
the Sum of the Parts

The phi los o pher Derek Parfi t, in h is book, Reasons and Persons (1986), d is-
cusses “fi ve mistakes in moral mathematics,” a mong t hem, mistakes people 
make i n reasoning about t he moral s tatus of ac tions by t hemselves c ausing 
minor, or even imperceptible, harms (or benefi ts) but great harm (or benefi t) 



when aggregated with similar actions by others. Another common way Parfi t 
characterizes these problems is under the rubric of collective action (chap. 3). 
Although his intention in constructing his elaborate schema of hypothetical 
scenarios is to address perennial disputes internal to ethical theory, the types 
of concerns he addresses strongly resemble a challenge we face in securing 
adequate privacy policies.

It is not diffi  cult to see that the assault on privacy (Miller 1972) is generally 
not due to any one single action, practice, or system. Indeed, it is rare to fi nd 
any single one among the myriad technology- based systems or practices dis-
cussed in Part I that in itself warrants the degree of outrage, protest, and re sis-
tance with which it might be received by privacy advocates, the media, or the 
population at large. Because there are so many instances, people rightly expe-
rience e ach i ncursion a s a s tep do wn t he sl ippery sl ope a nd, i n m y v iew, 
rightly object to i t. I f so ma ny of t he individual incursions, taken by t hem-
selves, cause only tiny, even imperceptible breaches— a camera  here, a tagged 
image there, one’s clickstream sold to an ad agency— how is it possible to ad-
dress t he b ig, t ruly w orrisome to tality w ith p olicies t argeted to a ny o ne o f 
these?

Parfi t’s conclusion to his chapter on mistakes in moral mathematics holds 
promise as an approach to the analogous problem for privacy:

It is not enough to ask, “Will my act harm other people?” Even if the answer is 
no, my act may still be wrong because of its eff ects. The eff ects that it will have 
when it is considered on its own may not be its only relevant eff ects. I should 
ask, “Will my act be one of a set of acts that will together harm other people?” 
The answer may be Yes. And the harm to ot hers may be great. If this is so, I 
may be acting very wrongly. (1986, 86)

The diffi  culty, however, is how to situate a par tic u lar practice or system within 
the “set of acts” that together engender the nightmare conceived by novelists 
and academics. With collective action problems such as litter and pollution 
we can see single acts of littering or dumping contaminants in a r iver as ele-
ments of a set of acts that together cause real harm. This has proven challeng-
ing in the case of single breaches of privacy. This problem is addressed in the 
framework of contextual integrity by contexts themselves. Entrenched infor-
mational norms generally embody a scheme of settled informational practices 
roughly oriented around the values, ends, and purposes of a context; contexts 
generally are the structured social systems that have evolved to ma nage and 
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accomplish aspects of social life recognized as fundamental in a given society. 
This scheme imbues each questionable action and system with a meaning that 
extends far beyond its immediate reach, its direct impact, taken alone. It is the 
robustness of the social structure of contexts and the effi  cacy of their respec-
tive i nformational n orms t hat s top t he sl ide do wn t he sl ope a nd p revent a 
 society from throwing away privacy in tiny bits.
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Notes

Introduction

1. See Judith DeCew’s In Pursuit of Privacy: Law, Ethics, and the Rise of Technol-
ogy (1997) for one such admirable attempt.

2. Theorists who have taken this path include Ruth Gavison (1980), Tom Gerety 
(1997), Charles Fried (1968), and William Parent (1983).

3. See for e xample work s by C ynthia D work e t a l. (D work 2 006; D work e t a l. 
2006) and Rebecca Wright (Wright 2008; Wright, Yang, and Zhong 2005).

4. For the full text, see Eu ro pe an Parliament and Council of the Eu ro pe an  Union 
(1995), specifi cally chapter 1, article 2, at  http:// www .cdt .org/ privacy/ eudirective/ EU _
Directive _ .html #HD _NM _28 .

Part I

1. The c hoice of t hese t erms w as i nfl uenced by Lester (2001, 28), in turn infl u-
enced by privacy activist Richard M. Smith.

Chapter 1

1. B y public v enue, I me an pu blicly a ccessible, not ne cessarily pu blicly o wned. 
This includes shopping malls and many retail spaces, but rules out military bases, the 
White  House, and so forth.

2. Although facial recognition systems are not yet suffi  ciently advanced to reliably 
pick out “ the f ace i n t he c rowd,” i mproved v ideo- recording t echnologies u ltimately 
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will contribute toward more successful pairings of image monitoring and biometric 
identifi cation through facial recognition. This is likely to raise anxieties an additional 
notch.

3. Michael Zimmer (2007) has developed this idea in some detail.
4. I frequently joke with my students that I can share with their worried parents 

the odd hours they keep by taking note of their postings to classroom bulletin boards, 
as the system reveals their precise dates and times.

5. A f ascinating a ccount of c reeping su rveillance t hrough t elephone s ystems 
and directories can be found in Curry, Phillips, and Regan (2004); also see Phillips 
(2003).

6. Turning the tables on typical agents of surveillance is sometimes called “sous-
veillance,” meaning “watchful vigilance from underneath.” In this context, the term is 
generally at tributed to St eve M ann, a n e lectrical e ngineer at t he U niversity of 
 Toronto. See Mann (2004).

7. Electronic toll collection is in place in more than thirty countries worldwide, 
including the E-ZPass system in the northeastern region of t he United States, Auto-
PASS in Norway, Videomaut in Austria, Autotoll a nd Autopass in Hong Kong , a nd 
TollTrax in India (Smith and Benko 2007; Wikipedia Contributors 2007a).

8. At t he t ime of w riting, t he Vehicle Safety Communication Consortium, con-
sisting of s even of t he largest automobile manufacturers, was work ing on s tandards 
for the protocols underlying this dedicated short- range communications systems for 
the spectrum range near 5.9Ghz allocated to them by the FCC.

9. A d etailed d iscussion a bout pr ivacy on t he ro adways a nd t he D OT Vehicle 
Safety Communications Systems project can be found in Zimmer (2005).

10. The l iterature on D RM technologies and TPMs is vast. DRM and TPMs are 
also an active topic in regulatory circles and in the courts. Although most of the atten-
tion focuses on how these systems interact with intellectual property regimes, privacy 
implications have been carefully studied in works by Vora et al. (2001); Cohen (2003); 
Mulligan, Han, and Burstein (2003); and many others.

11. There are also variations on these two standards, including semi- passive RFID 
systems, in which transponders are battery powered but yield information only when 
activated by transceivers.

12. An important discussion of issues relating to RFID focusing on e-Passports 
can be found in Meingast, King, and Mulligan (2007).

13. One of t he s ecurity fl aws c laimed by re searchers w as t hat R FID s ystems 
could become hosts for computer viruses that could pass from tags to readers and 
on to m iddleware appl ications; s ee Su llivan (2006). O ther p ossible proble ms i n-
clude counterfeit tags, the ability to deactivate tags, insuffi  cient user identifi cation, 
and encryption weaknesses in the U.S. passport tracking system (see Markoff  
2006).

14. For details on t his c ase, s ee C onsumers Against Supermarket Privacy I nva-
sion and Numbering, et al.  (2003).

15. G arfi nkel, Juels, and Pappu call this the “breadcrumb threat” (2005, 38).
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Chapter 2

1. It i s i mportant to a cknowledge t hat s ocial a nd t echnical t ransformations 
are a function of i nnumerable factors, not le ast of w hich are economic. For b etter 
or for wor se, t he economic d imension w ill not b e a si gnifi cant part of the book’s 
account.

2. By now this extensive multidisciplinary eff ort is covered in a wide- ranging lit-
erature and taught in the academy by numerous schools and departments in courses 
such as Management Information Systems, Information Studies, Information  Science, 
Library and Information Science, and so forth.

3. For t he b est a ccounts of t his p eriod a nd t hese d iscussions, s ee R egan (1995), 
particularly pp. 71– 73, and Solove (2002a, 2002b). For a brief historical overview of the 
advent of systematic record keeping within government in addition to the private 
 sector, individuals, and  house holds, see Curry, Phillips, and Regan (2004).

4. For a useful nontechnical description and discussion of data mining and KDD, 
see Zarsky (2004). Also see Tavani (1999) and Taipale (2006).

5. Acxiom was acquired in May 2007 by investment fi rms Silver Lake and Value-
Act Capital in a deal estimated at 2.25 billion U.S. dollars (“Acxiom Panel” 2007).

6. “Acxiom prov ides i nformation a nd e nhanced a nalytics to he lp A mericans 
protect themselves, their businesses and their communities from risk. Whether it ’s 
the n ational a uthorities s earching for c riminals, s kip t racers at tempting to lo cate 
debtors or b anks preventing identity f raud, Acxiom off ers comprehensive data and 
up- to- date technology to help keep America secure. Acxiom is at the forefront of risk 
mitigation information, scoring and analytics. We off er a su ite of e nhanced data in 
an easy- to- use format and provide access to hundreds of national and state- specifi c 
databases to authorized professionals in both online and batch mode” (Acxiom Cor-
poration 2006).

7. See Solove (2002a) and Barber (2006).
8. The Privacy R ights Clearing house chronological l ist of d ata breaches pa int a 

stark picture of the dangers of entrusting so much personal data to such data brokers. 
See the Privacy Rights Clearing house’s Chronology of Data Breaches (Privacy Rights 
Clearing house/UCAN 2007a).

9. Experian, Equifax, and other credit reporting agencies have increasingly gen-
eralized their off erings to resemble those of omnibus information providers.

10. Information a bout t hese pr actices w as prov ided by R andy Holmes, C hoice-
point Director of Data Strategy. Phone conversation conducted June 20, 2005.

11. According to Holmes, phone conversation conducted June 20, 2005.
12. In testimony before the Senate Banking, Finance and Insurance Committee, 

on M arch 30, 2 005, D on M cGuff ey, Vic e P resident, D ata A cquisition a nd St rategy, 
ChoicePoint Ser vices Inc., asserted that ChoicePoint provides ser vices to more t han 
7,000 federal, s tate, a nd local l aw enforcement a gencies; many For tune 500 c ompa-
nies; over 700 i nsurance companies; a nd many large fi nancial companies a nd non-
profi t organizations.



Chapter 3

1. Some might say as a complex jumble.
2. Versions of both laws exist for state and local government agencies.
3. An e xcellent d iscussion c an b e fou nd i n B arber ( 2006), pa rticularly pa ges 

68– 72.
4. From  here on, the term public rec ords covers both public and court rec ords un-

less otherwise noted.
5. Also called e-Gov, eGovernment, or digital or online government, similar ef-

forts have occurred all over the world a nd in the United States at t he national, state, 
and local levels. These initiatives involve a commitment to providing government ser-
vices to individual citizens and to businesses via the Internet, World Wide Web, and 
other d igital e lectronic c hannels. A s a n e xample, s ee “ Texas O nline: Texas at Y our 
Fingertips” at  http:// www.state.tx.us/ (TexasOnline 2007).

6. When checked in 2006, Wikipedia’s list contained ninety- fi ve “notable” social 
networking sites (Wikipedia Contributors 2006a).

7. For a general discussion on social networking sites, see Vara (2006).
8. Some of t hese i ssues a rise not on ly i n t he context of s ocial ne twork sites but 

other social soft ware sites as well; blogs are a case in point.

Part II

1. We might, for e xample, contrast this with policy choices a c ommunity might 
make which, arguably, are appropriately decided on the basis of collective preference.

Chapter 4

1. As s ometimes i s t he c ase for u nderdog appro aches. S ee a lso P owers ( 1996); 
 Tavani and Moor (2001).

2. See discussions of t hese points in Fried (1968), Reiman (1976), Gavison (1980), 
and Tavani and Moor (2001).

3. Reiman’s “symbolic risks” derive from an idea he developed in earlier work 
(1976).

4. Consider John Stuart Mill’s classic defense of free speech (1859).
5. First, however, a comment about terminology: van den Hoven frames his pur-

pose in terms of data protection, commonly used in the Eu ro pe an scholarly and policy 
environments with roughly similar intent as the use of the term privacy in the United 
States. Accordingly, v an D en Hoven’s a ccount of mor al re asons for d ata prot ection 
can be adapted, with minor adjustment, to the current examination of privacy.

6. Harm, as the term is used  here, is distinctly normative and not to be confused 
with harm understood as an outcome contrary to someone’s interests, which may or 
may not c arry mor al w eight. To g ive a n e xtreme c ase, l ack of pr ivacy e xposing a 
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criminal plan is an unfortunate outcome for the criminal but not a harm in the sense 
that I use it  here.

7. See Rule (1980) and Laudon (1996) for prop osals to e stablish a m arketplace in 
personal information that would a llow individuals to s ell and hence profi t f rom the 
distribution of personal information to other parties.

8. O ft en c alled “ redlining” a nd p o liti cally proble matic. R edlining i s a me ta-
phorical expression referring to the practice of excluding  whole categories of a popu-
lation from certain benefi ts (e.g., home mortgages). It refers, specifi cally, to the draw-
ing of a re d l ine a round h igh- risk, h istorically non- White, ne ighborhoods w ithout 
consideration of the merits of individuals within those neighborhoods.

9. More will be said about Walzer’s theory in Chapter 8.
10. Yet another, mentioned earlier, is that privacy is not important because a per-

son with nothing to hide has nothing to fear.
11. As  exemplifi ed in the works by Gavison (1980), Reiman (1995), Cohen (2000), 

and van den Hoven (2001).
12. Strains of this are clearly evident in Cohen (2000).
13. In l ater work , Fr ied re pudiated h is defense of s trong le gal protection of pr i-

vacy, a rguing for more l imited prot ection. R eaders m ight b e i nterested i n J eff rey 
Reiman’s (1976) convincing challenge to Fried, which does not dispute the importance 
of privacy but d enies the critical role Fr ied attributes to i nformation in determining 
the closeness of relationships.

14. See, for e xample Gavison (1980), Reiman (1995), Allen- Castellitto (1999), and 
Nehf (2003).

15. James Nehf (2003) argues a similar point.
16. Other prom inent pr ivacy s cholars suc h a s C olin B ennett ( 1992, 2 02) h ave 

made the case for treating privacy as a public good on the grounds of how diffi  cult it is 
for individuals to establish desired levels on their own.

Chapter 5

1. Contemporary analyses revealing complexity in the dichotomy include Stan-
ley J. Benn and Gerald F. Gaus’s (1983) argument that although concepts of private and 
public serve to or ga nize norms of access, agency, and interest, the dichotomy is not as 
clear and consistent as some would have us believe. It is possible for a space to be con-
ceived as both private and public; for example, a l iving room in a  house is private in 
relation to the outside world, but public in relation to the bedrooms. A similar point is 
captured with Susan Gal’s (2002) intriguing conception of the private/public dichot-
omy as fractal.

2. The out rage over t he Bush administration’s authorization of Nat ional Security 
Agency surveillance of private citizens, including wiretaps and monitoring Internet use, 
refl ects t his. S ee L ichtblau a nd R isen (2005), Taipale (2006), Wong (2006), a nd Ke rr 
(2008).
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3. I re fer very generally to c ore po liti cal work s t hat have shaped contemporary, 
liberal democracies. See, e .g., T homas Hobbes, Leviathan ([1660] 1981); John Locke, 
The Second Treatise of Civ il Government ([1690] 1986); John Stuart Mill, On Liberty 
([1859] 1978); Jean- Jacques Rousseau, The Social Contract ([1762] 1968).

4. U.S. Constitution, amendments I– X.
5. For d iscussions of t he t rend to ward i ncreasing re liance on c omputerized 

record- keeping systems by gove rnment and other agencies, see Rule (1973); Flaherty 
(1979); Burnham (1983); Kusserow (1983); Ru le, McAdam, Stearns, a nd Uglow (1983); 
Laudon (1986); Marx (1988); Bennett (1992); and Regan (1995).

6. 5 U.S. Code, sec. 552a.
7. See Berman and Goldman (1989) and Regan (1995, 77– 85).
8. See e .g., C omputer M atching a nd P rivacy P rotection A ct ( CMPPA) ( 1988); 

Right to Financial Privacy Act (1978); Electronic Communications Privacy Act (1986) 
(codifi ed in scattered section of 18 U.S.C.). Readers interested in a complete account of 
the c omplex s ystem of pr ivacy l aws s hould re fer to t he s econd e dition of S olove 
and Rotenberg’s 2003 work Information Privacy Law and The Privacy Law Sourcebook 
2004, edited by Marc Rotenberg (2004).

9. O rwell (1949).
10. For e xample, re call t he p opularity of A rthur Ko estler’s Darkness a t N oon 

(1941) a nd t he Broadway stage adaptation by Sid ney K ingsley (1951). In pop u lar cul-
ture, for example, consider the success of Bob Dylan’s song “Subterranean Homesick 
Blues” (critical of ove rzealous gove rnment); Janis Joplin’s b ackup b and Bi g Brot her 
and the Holding Company; Crosby, Stills, Nash, and Young’s song “Ohio” (regarding 
the Kent State massacre—“tin soldiers and Nixon coming”); and Francis Ford C op-
pola’s movie The Conversation (1974). In the news media see, for example, Field (1987). 
In scholarly literature see, for example, Shattuck (1984). See also Regan (1995, 81), who 
provides references to Bi g Brot her rhetoric t hat peppered fl oor debates over pr ivacy 
policy in both chambers of Congress.

11. There is no dou bt t hat security worries fol lowing t he September 11, 2001, at-
tacks have lessened the dominance of public re sis tance to overly intrusive government 
agencies in lives of individuals, as seen in general willingness to accept legislation like 
the USA PATRIOT Act 2001, Pub. L. No. 107- 56, 115 Stat. 272.

12. Although the report itself is now dated and has been eclipsed by many subse-
quent reports of the public and private sectors, the code’s fi ve principles remain at the 
core of m uch t hat h as fol lowed. For e xample, s ee t he O r ga ni za tion for E conomic 
 Cooperation a nd Development Gu idelines on t he P rotection of P rivacy a nd Trans-
border Flows of Personal Data (1980) and the Eu ro pe an  Union Directive 95/46/EC on 
the Protection of Individuals with Regard to t he Pro cessing of Personal Data and on 
the Free Movement of Such Data (Eu ro pe an Parliament and Council of the Eu ro pe an 
 Union 1995).

13. See ge nerally Turkington a nd A llen (2002) for a d iscussion t hat s pecifi cally 
focuses on information and information technology; LaFave (1996) for a ge neral dis-
cussion of Fourth Amendment cases; Solove and Rotenberg (2003) for a discussion on 
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information and information technology; and Kerr (2009) for a d iscussion about the 
limits of Fourth Amendment injunctions with regard to information technology.

14. See DeCew (1997) for an excellent discussion. Also, as Tal Zarsky has pointed 
out i n pr ivate c orrespondence (D ecember 2 3, 2 006), i n t he l andmark c ase K atz v . 
United States (1967) the Supreme Court emphasized that Fourth Amendment protec-
tion is not l imited to a pa r tic u lar private space, such as the home, but a lso to pr ivate 
zones, such as private telephone conversations.

15. This case will be discussed in greater detail in Chapter 7.
16. Such is the case in South Africa where, each year, high school matriculation 

results are published in local newspapers; in the United Kingdom, local newspapers 
publish students’ names and the subjects they passed.

17. For a c omprehensive ove rview of t his a rea of l aw a nd ne ws me dia, s ee t he 
Workplace Privacy Web page of t he Electronic Privacy Information Center (2007b). 
See also Introna (2000) and Weckert (2004).

18. Cohen prov ides a more p essimistic i nterpretation— that t he i ncreased pre s-
ence of thermal imaging and similar technologies of surveillance augurs the collapse 
of a protected private sphere.

19. The FBI developed the Carnivore soft ware, which is now typically called DCS 
1000. See the FBI’s Carnivore / DCS 1000 Report to Congress (2003) and the Electronic 
Privacy Information Center’s page on Carnivore (2005).

Chapter 6

1. For a b rilliantly insightful d iscussion of ph ilosophical a nd psychological rea-
sons to qu estion whether individuals accepting typical off ers of go ods and ser vices 
for personal information are truly free, see Barrigar, Burkell, and Kerr (2006).

2. This phe nomenon h as b een w ell d iscussed by A nita A llen- Castellitto i n 
 “Coercing Privacy,” in which she suggests that liberal governments might need to take 
steps to coerce privacy: “In the near future, liberal government may have to proscribe 
and regulate d isclosures a nd publications precisely in t he interest of pre venting cu-
mulatively harmful diminutions of the taste for the expectation of privacy” (1999, 755).

3. One’s income or s alary, religious affi  liation, a lcohol consumption, and school 
per for mance are a few examples of information freely discussed in some societies but 
considered off - limits in others.

4. In an interesting variation, Jonathan Grudin has hypothesized that “Privacy is 
ultimately a p sychological construct, w ith malleable t ies to s pecifi c objective condi-
tions,” ties that are, on the  whole, strategic (2001, 279).

5. Unlike many privacy skeptics, however, her solution is not to give way to these 
trends but to c ounter them by e ducational means or e ven, where necessary, coercive 
protective mea sures.

6. See Westin (2003). Westin reviews d ata f rom 1978, 1984, a nd “more t han 120 
surveys” from 1990 to 2002 showing the degree of concern over privacy in a variety of 
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contexts, particularly high ac cep tance of government surveillance of public places, 
and even traditionally unpop u lar initiatives such as national identity cards and moni-
toring of on line p ostings a nd phone c onversations. Supp ort for t he l atter, however, 
had d ropped c onsiderably by 2 002 (p. 4 48). S ee a lso R adin, C hander, a nd G ellman 
(2007).

7. Readers i nterested i n t he d etails of V olokh’s le gal a rguments s hould c onsult 
his articles (2000a , 2000 b). They will also benefi t from a particularly good critique by 
legal scholar Paul M. Schwartz (2000).

8. The b roader d ebates h ave b een d iscussed i n suc h work s a s Yochai B enkler’s 
The Wealth of Networks (2006), Jessica L itman’s Digital Copyright: Protecting Intel-
lectual Property on the Internet (2001), and many others.

9. Richard Posner has been one of the central proponents of this position, invoking 
his trademark economic cost- benefi t style of a rgument to d emonstrate that a lthough 
strong pr ivacy protections b enefi t i ndividuals, t hey a re l ikely to b ring a bout g reater 
harm, overall, because they give cover to deceitful, self- serving practices (1978a, 1978b).

10. For e xample, s ee P epper ( 1958), Na gel ( 1979), R ichardson ( 1990), B entham 
(1995), and Berlin (1969).

11. Gellman, Chander, and Radin (2007) incorporates many arguments showing 
the potential compatibilities between privacy and security.

12. Let us assume, for argument’s sake, a control defi nition of privacy.
13. For a more d etailed discussion of t his case, see Regan (1995, 103) and Barber 

(2006).
14. See Gurak (1997). Concern and protest have also erupted around online adver-

tising companies l ike DoubleClick, which monitor online Web- surfi ng behaviors of 
millions of users and create profi les by merging online use with other available infor-
mation a bout t hese u sers. S ee t he Web sit e of t he E lectronic P rivacy I nformation 
Center for a f ull a ccount of t his c ase at  http:// www .epic .org. S ee a lso Ni ssenbaum 
(1998).

15. Some surveys exist (Electronic Privacy Information Center 2007a) as does at 
least one study— see Olson, Grudin, and Horvitz (2004).

16. The proble m i s not t hat of f uzzy b orders but of a mbiguity— of si gnifi cantly 
diff erent meanings of competing conceptions.

17. This use of t he term personal information  here c learly d iverges f rom t he ge-
neric use adopted in this book where personal information is taken to mean any infor-
mation about a personally identifi able individual.

Chapter 7

1. I owe thanks to my colleague Rodney Benson for his expert guidance in this area.
2. Relationships a nd p ower s tructures h ave ga rnered m uch of t he at tention of 

critical theory and, of course, Bourdieu’s fi eld theory.
3. Social theories identifi ed as “functionalist” attribute great, if not paramount, 

importance to this dimension of social structures, their function, or functions.
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4. Thanks to an anonymous reviewer for pointing this example out.
5. There surely are norms of information fl ow aff ecting information generally, but 

 here we limit attention to information about persons because we are interested in re-
solving questions about privacy.

6. I will not be considering the case of group privacy, although others have advo-
cated for such rights. See, for example, Gandy (2000).

7. People’s judgments that a pr ivacy v iolation has occurred are so dependent on 
the type of i nformation in question that earlier accounts of c ontextual integrity had 
posited distinct norms of appropriateness, distinct from norms of transmission. Later 
eff orts to for malize contextual i ntegrity revealed, however, t hat at a c ertain level of 
generality both are simply elements of informational norms (Barth et al. 2006).

8. Automation requiring fi nite taxonomies is a step away from formalizations of 
contextual integrity developed in Barth et al. (2006).

9. We may wonder how it would aff ect a friendship if one party discovers a friend 
has engaged the help of the much advertised snoop programs that promise the ability 
to track e-mail correspondence.

10. See t he P ublic W elfare a nd H uman S er vices C ode of Fe deral R egulations 
(2003). For a ge neral discussion of t he privacy regulations implemented pursuant to 
the Health Insurance Portability and Accountability Act of 1996 (HIPAA, 1996), see 
the Health Privacy Project Web site at  http:// www .healthprivacy .org .

11. I n c onstructing t he d etails of t his a ccount, I re ferred e xtensively to t he 
 Ea gleton Digital Archive of American Politics at The Ea gleton Institute of Politics at 
Rutgers, the State University of New Jersey (Ea gleton Institute of Politics, 2004).

12. I owe thanks to Lisa Austin for drawing my attention to this case.

Chapter 8

1. Barth et al. (2006) show how contextual integrity may be useful even in its de-
scriptive capacity as it prov ides the basis for r igorous expression of c omplex privacy 
policies.

2. My thanks go to Jeremy Waldron for drawing my attention to these sections of 
Bentham’s work.

3. I am indebted to J eroen van den Hoven for d rawing my attention to t he rele-
vance o f Walzer’s eff orts to my own. I have also benefi ted f rom c onversation w ith 
Walzer himself during my stints at t he Institute for Advanced Study, Prince ton, fi rst 
as a member and later as a visitor.

4. It is instructive to not e that many universities assert the in de pen dence of a d-
missions criteria from fi nancial aid, going to great lengths to separate the pro cesses of 
the two applications, claiming admissions are based on talent, and aid based on need.

5. Under a radically diff erent account of sources and spread of d isease, such as 
the account given by Adam Ashforth (2004) of beliefs in South Africa regarding the 
role of witchery in the spread of disease, informational norms of healthcare context 
might be yet diff erent as the culture attributed diff erent social meaning to disease.
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6. A d elightful a rticle by K atherine St randburg d etails i nstances w here nor ms 
deny people the freedom to s hare information, for e xample, judging it r ude to re veal 
the intricate details of one’s latest surgical procedure, particularly over the dinner table 
(2005).

7. One can extend this l ine of re asoning to m any other contexts where the need 
for group deliberation and decision making gives rise to a wide variety in open versus 
closed (secret) ballot conventions.

8. See especially chapter 6 in Law’s Empire (Dworkin 1986).
9. My u se of t he t erm integrity i s entirely c oincidental, t hough for t he pu rpose 

it serves, clearly makes sense.

Chapter 9

1. I am grateful to Emily Smith for drawing my attention to this result in her pre-
sen ta tion at t he Hixon R iggs Forum on S cience and Society, “Experiencing Surveil-
lance in the Airport: The Globalization of Personal Data Survey and Traveler Perspec-
tives on Visibility” (2008).

2. Because I am not certain whether similar codes bind librarians in other coun-
tries, I intend these remarks to cover the United States alone, also setting aside contro-
versial mandates of the USA PATRIOT Act.

3. For the purposes of this exercise, we must assume that there is no law detailing 
the pre cise c onditions— warrants, su bpoenas,  etc.— under w hich s earch c ompanies 
are obligated to hand over logs to government actors. Further, we do not consider the 
contribution of what might or might not be stated in a privacy policy.

4. I refer  here to t he actual case, discussed in Chapter 1, that placed Web search 
privacy on the public agenda.

5. In the case discussed in Chapter 1, this was among the reasons explicitly cited 
by Google in their re sis tance to the Department of Justice subpoena.

6. A more complete argument for restricting the fl ow of information about users’ 
Web search activity has been developed in Howe and Nissenbaum (2009).

7. It is interesting to note, in an article about location tracking of paroled off end-
ers, a similar connection drawn between privacy and heterogeneous accountabilities 
to exchange information undergirding social participation: “The issue is not where 
one might be, and when; it is to whom one might be accountable for one’s presence, to 
whom under what circumstances, and how one might be called to account” (Troshy-
nski, Lee, and Dourish 2008, 7).

8. The Video Privacy Protection Act of 1988 suggests similar concerns in related 
arenas, namely, rec ords of video rentals. For example, see Kerr and Bailey (2004) and 
Kerr (2005).

9. It turns out that “reasonable expectation of privacy” is in many instances a de-
cent proxy for c ontextual i ntegrity, e xcept t hat t he l atter prov ides a fi ner g rain a c-
count of the nature of the expectation and why it is reasonable, a discussion I continue 
in the Conclusion of the book.
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10. We will not s ay much about proponents of a pr actice who are content to d e-
fend it in light of its ser vice to special interests they represent.

11. In itself, this lack of t ransparency is a s erious concern. Furthermore, for f ear 
of negative publicity, and somewhat ironically, companies like ChoicePoint carefully 
control information about themselves in an eff ort to shape their public image.

12. For example, ChoicePoint’s acquisitions include the National Safety Alliance 
(drug- testing), I nformus C orporation ( pre- employment s creening), i 2 ( visual a nd 
link analysis), Optimal Decisions Group (insurance information), and USCerts (birth, 
death, marriage, and divorce certifi cates). See ChoicePoint (2007).

13. Recall van den Hoven’s (2001) account of informational in e qual ity.
14. This practice is known as customer relationships management.
15. In 2007, the offi  ces of the Pennsylvania Public Welfare Department  were bur-

glarized and computers with more than 300,000 mental health histories  were stolen; 
similarly, a Kaiser Permanente employee’s car was broken into and a laptop contain-
ing medical information of 39,000 individuals was stolen (Privacy R ights Clearing-
house 2007a).

16. Bank of A merica lo st b ackup t apes c ontaining t he p ersonal i nformation of 
1.2 million federal employees, while Cit iFinancial lost a b ackup tape with the infor-
mation of 3.9 million people (Jones 2006).

17. ChoicePoint sold 145,000 dossiers to a g roup of criminals engaged in identity 
theft  (Mayer 2005).

18. The sensitivity of such assemblages, containing far fewer fi elds of information, 
is recognized in the stringent mea sure adopted by Title 13 of the U.S. Code governing 
protocols related to Census data.

19. Other social scientists have written about morally problematic uses of profi l-
ing as a means of social sorting, including Gary Marx (1988).

20. See for e xample,  http:// epic .org/ privacy/ fusion for do cuments, news reports, 
and policy recommendations pertaining to “ fusion centers” (E lectronic Privacy I n-
formation Center 2008).

21. During the time of writing, starting with Manhattan, Google has gradually 
implemented a shift  in practice, now blurring identifi able faces in its Street View.

22. Not all images, however, are open to negotiation. A Pennsylvania family, upon 
noticing photo s of it s su burban home on St reet Vie w, su ed G oogle for i nvasion of 
privacy. Google removed the images but a rgued that the family “ live in a re sidential 
community in the twenty- fi rst- century United States, where every step upon private 
property is not deemed by law to be an actionable trespass” and that, furthermore, 
“Today’s satellite- image technology means that even in today’s desert, complete pri-
vacy does not exist. In any event, Plaintiff s l ive far from the desert and are far from 
hermits.” G oogle a lso s tated t hat t he f amily s hould h ave re quested re moval r ather 
than sue the company (Smoking Gun 2008).

23. Eventually the l ink was located; from Google Maps, fi nd an area with Street 
View, and click on “Street View Help” in the pop- up overlay. This provides a link that 
says “report inappropriate image,” which directs to t he “Report Inappropriate Street 
View” page.
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24. The t wo a re c onfl ated i n C ourt d eliberations i n t he c ase of D oe v . P oritz 
(1995).

25. For a full discussion, see Barber (2006).
26. I am aware that the exercise of matching rec ords to contexts is itself a norma-

tive exercise and may not be straightforward.
27. For more detailed information, see the full text of the Drivers Privacy Protec-

tion Act (1994) at  http:// www.accessreports.com/statutes/DPPA1.htm and  http:// www 
.law .cornell .edu/ uscode/ 18/ 2721 .html .

28. This notion would be instantly dispelled  were they to attempt unbidden entry 
into one of these youth’s bedrooms, or to rifl e through their belongings.

29. However, critics maintain that the data is still collected by Facebook even if it 
is not shared with friends. A class- action lawsuit has been fi led against video retailer 
Blockbuster for it s pa rticipation i n B eacon, w ith t he a rgument t hat it v iolates t he 
Video Privacy Protection Act (Davis 2008).

30. I have drawn on boyd and Ellison (2007) for this discussion.
31. See Naone (2008) and Zimmer (2008c, 2008d) for a discussion of Moli.

Conclusion

1. For example, the new South African Constitution.
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